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Vector Quantization

 Widely used method for low-bit-rate 

communication

 The signal space () of all possible source-

vectors is divided into non-overlapping regions 

(Ri)

 Each region is represented by a codevector (i)

 Codebook – The collection of all codevectors

 Codevector indices are sent through the channel
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Distortion Values - I
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Distortion Values - II
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Index Assignment

 Assignment of indices to codevectros affects 

system performance under channel errors

 There are N! possible index assignments

 Looking for the best assignment is a Quadratic 

Assignment problem and is known to be NP-

complete

 Various suboptimal, high complexity index 

assignment algorithms are known – Local index 

switching, Genetic algorithms, Simulated annealing
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Motivation for Determining 

Performance Bounds

 Difficulty in obtaining good assignments 

 Need to estimate the performance of given 

assignments as compared to best and worst 

index assignments

 Basis for low complexity suboptimal index 

assignment algorithm 
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Bounds Outline - I
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Bounds Outline - II
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Bounds Outline - III
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Bounds Outline - IV
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Bounds Outline - V
Lower and upper bound are obtained using LP arguments
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Bounds Outline - VI
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Suboptimal assignment
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Average Performance
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Special Cases and Numerical 

Results

 The proposed bounds were compared to the

average performance as well as to “good“

and “bad” assignments found in simulations

 For 3-bit quantizers, all assignment were

checked by exhaustive search

 For 4-bit and larger quantizers, “Good”

(“bad”) assignments were found by a index

switching algorithm (local optimization)



ECCO XX May 2007

Design of index assignment in vector-

quantizers under channel errors 19

Uniform Scalar Quantizer and a Uniform 

Source Under the Binary Symmetric 

Channel (BSC)
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4-bit Uniform Scalar Quantizer and a 

Uniform Source Under the BSC
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4-bit PDF optimized Uniform Scalar Quantizer 

and a Gaussian  source under the BSC 
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Three-Dimensional, 8-bit PDF-Optimized Vector 

Quantizer for Palette Limited Images Using the 

L*a*b* Color Space
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Conclusions

 For vector quantizers operating under channel errors, 

upper and lower bounds on the average distortion, 

over all index assignments, were introduced. 

 Related expression for the average performance, over

all possible index assignments, was shown.

 Suboptimal low complexity IA algorithm was

proposed. In simulations, the algorithm performs

better than “index switching”.

 Bounds are reasonably close to the performance of

the assignments found in simulations.


