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 Fact – Growing consumer demand for HD media –> high 
quality speech communication.

 Problem – Today’s analog telephone and PSTN limit the 
speech to narrowband (NB) frequency range of about 
300-3400Hz –> lower speech quality compared to 
wideband (WB) speech of range 50-7000Hz.

Introduction (1/8)



Wideband vs. Narrowband Speech 

Wideband (WB) Narrowband (NB)
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Wideband vs. Narrowband Speech 

 “Seed, Feed” – Spoken at different bandwidths.

 What do they sound like?
 Reference: G.A. Miller and P.E. Nicely, “An analysis of perceptual confusions among some English consonants” Lincoln Laboratory, MIT, 

1955 (J. Acoust. Soc. Amer. Vol. 27, pp. 338-352)

 The same sentence – “Seed, Feed, Seed” in all cases !

 Spectrograms…

300-3400 [kHz] 50-5000 [kHz] 50-7000 [kHz]
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Wideband vs. Narrowband

 Spectrograms

300-3400 [kHz] 50-7000 [kHz]
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Voiced sounds

 Most of the energy is present in the low frequencies -> 
filtering out below 300 Hz affects speech naturalness.
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Unvoiced sounds

 Important energy above 3.4 kHz -> filtering out affects 
speech intelligibility such as differentiation between “s” 
and “f”.
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Introduction (7/8)

 Solution – Artificially extend speech bandwidth to achieve 

speech quality enhancement and “listening effort” 
reduction.
 3.4-7kHz – Higher intelligibility and quality

 0-0.3kHz – Higher naturalness and quality

 +0.3 MOS - state of the art published BWE algorithms.

50 300 3400 7000 f [Hz]

NBLBE HBE

+0.6 MOS (theoretical) 

Intelligibility

+0.6 MOS (theoretical) 

Naturalness



Introduction (8/8)

 Application – In the transition time to full WB 
communication networks, BWE can be used in 
mixed NB-WB communication networks.

IP Network

Narrow Band
“zone” 

Option 2 BWE locally in 
the IPP/DECT/Mobile 

which receives NB and by 
BWE produces WB.

NB

Narrow Band
“zone” – option 2

NB

Gateway

Option 1 BWE in the Gateway and its 
output is WB produced by BWE

PSTN

BWE

BWE
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Model-less methods (Non parametric)

 Extend the bandwidth of the input narrowband speech signal 
directly, i.e., without any signal analysis.

 Utilize rather simple signal processing techniques (filtering 
and resampling), in time or frequency domain.

Model-based methods (Parametric)

 Estimate WB speech parameters from NB parameters.

 Rely on state-of-the-art signal processing techniques taken 
from pattern recognition, estimation theory, signal 
classification, etc.

Methods of BWE (1/8)



General scheme

 Advantages

 Low complexity as compared to parametric methods.

 Drawback

 Lower quality as compared to parametric methods.
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/e/ - lowpass filtered
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/e/ - full-wave rectified
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/e/ - ABE
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Methods – Model Based BWE (3/8)
General scheme

 Allows separate and independent algorithms for excitation extension 
and spectral envelope extension.

Spectrum of sNB(n)

Spectrum of NB excitation Spectrum of generated WB excitation

Spectrum of estimated sWB(n)

Spectrum of NB envelope

Spectrum of estimated WB envelope



Excitation BWE - General scheme

 Generation of WB excitation from NB excitation and NB 
scalar parameters.

 Various methods for wideband excitation generation.

 Spectral shifting

 Non-linear operators

 Function generation

Excitation 
signal

Methods – Model Based BWE (4/8)



Spectral envelope BWE - General scheme

 Estimate wideband spectral envelope from narrowband 
signal features      (narrowband spectral envelope and 
voiced/unvoiced scalar features).

 Various methods for wideband spectral envelope estimation.

 Linear or piece-wise linear mapping

 Codebook mapping

 Bayesian estimation based on Gaussian Mixture Models 
(GMMs) or Hidden Markov Models (HMMs)

 Neural networks method

y

x
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ResultsGain 
adjustment

Spectral shapingEnergy shift 

0.2 points 
improvement in 
MOS score for 

AMR coded 
signals

Normalized 
frequency 

domain filter

Frequency domain 
filtering using off-line 

trained control 
points

Spectral 
folding

Nokia, 
Laaksonen

[2008]
(model-less)

Evaluation of 
absence of 
distortion 

annoyance (using 
MOS scale) 

linear mapping 
based on off-
line training

Frequency domain 
filtering using 

estimated formants 
peaks

Spectral copyEricsson, 
Gustafsson

[2006]
(model-based)

0.25 points 
improvement in 

MOS score

mapping using 
off-line trained 

control 
constants

frequency domain 
filtering using 6, 

energy based, off-
line trained spectral 

envelopes

Full wave 
rectifier and 

noise 
generation

Motorola, 
Ramabadran

[2008]
(model-based)

Extending signal up to 6kHzNTT – Quasi WB

Methods – Existing Algorithms (6/8)



ResultsGain adjustmentSpectral 
shaping

Energy shift 

Used objective 
cepstral 
distance

narrowband energy 
equalization of 

estimated wideband 
signal to original 

signal

LPC based 
codebook

Spectral copyKornagel
[2006]

(model-based)

Used subjective 
degree of 

artifacts survey

Estimate gain using 
GMM based 

mapping

Estimate 
spectral 

envelope using 
GMM based 

mapping

Repeated 
spectral folding 

of 2-3kHz 
excitation band 

and smooth 
transition to 
white noise

Nilsson and 
Kleijn [2002]

(model-based)

Used objective 
RMS LSD

Estimate gain using 
HMM based 

mapping

Estimate 
spectral 

envelope and 
gain using HMM 
based mapping

Modulation of 
narrowband 

excitation

Jax and Vary 
[2001]

(model-based)
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Summary

 The major challenges are to estimate the high-band gain for unvoiced 
sounds and the spectral envelope for voiced sounds.

 BWE algorithms focus on tuning the extended bandwidth to minimize 
possible artifacts, by sophisticated spectral envelope and gain estimation 
techniques.

 Jumpy behavior of spectral envelope estimation, from one frame to 
another, in time, and from NB to HB shapes, in frequency, causes 
noticeable artifacts, like high frequency whistling.

 Power adjustment of synthesized signal to match narrow-band signal is 
crucial for artifact removal.

 Low-band frequencies estimation allows major improvement of BWE 
speech quality, but it is much more sensitive to erroneous estimation 
compared to high-band estimation.
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Proposed BWE Algorithm (1/26)
Vocal Tract Modeling

 The proposed algorithm tries to estimate the speaker physical 
vocal tract shape.

 Atal and Wakita showed the equivalence of acoustic tube model 
and the linear prediction (LP) model under certain conditions [Atal, 
1970; Wakita, 1973].

 The Mth order filter transfer function derived through LP is 
equivalent to the transfer function of an acoustical tube made up 
of M equal length sections of variable areas. 

 This is referred to as Vocal Tract Area Function (VTAF).



Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope 
estimation and postprocessing

III. WB excitation generation

IV. Wideband signal synthesis
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Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope 
estimation and postprocessing

III. WB excitation generation

IV. Wideband signal synthesis

 x1 - Features for speech state estimation 
(MFCC, spectral centroid, spectral 
flatness, spectral slope and normalized 
energy)

 x2 – NB VTAF for WB VTAF estimation

 x3 – NB excitation for WB excitation 
generation

Proposed BWE Algorithm (2/26)



Incentives

 Compensate for the IRS filter response.

 Extract features that allow good classification and estimation.

Preprocessing and Features Extraction (3/26)

IRS send filter



Preprocessing 

 NB signal interpolation.

 Equalization – 10dB boost to compensate for IRS filter at 300 Hz: 

Preprocessing and Features Extraction (4/26)

Equalizer filter



 Feature selection for BWE algorithm depends on the 
following considerations:

 Computational complexity

 Mutual information, , between narrow- and high-band 
parameters.

 Separability,  , the quality of particular feature set x, for a 
classification problem. A higher separability value indicates a 
better suitability for classification.

Preprocessing and Features Extraction (5/26)

;I x y

x



Preprocessing and Features Extraction (6/26)



Speech signal

Spectrogram

Spectral flatness

Normalized relative 
frame energy

Spectral slope

Spectral centroid

Preprocessing and Features Extraction (7/26)



Feature extraction

 x1 – Frequency based features for phoneme estimation (MFCC, 
spectral centroid, spectral flatness, spectral slope and normalized 
energy.

 x2 – NB VTAF calculated from the reflection coefficients

 x3 – NB excitation calculated in the 
frequency  domain by dividing speech
signal with the spectral envelope.

Preprocessing and Features Extraction (8/26)
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Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope 
estimation and postprocessing

III. WB excitation generation

IV. Wideband signal synthesis

Proposed BWE Algorithm (9/26)



Proposed BWE Algorithm (9/26)

Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope 
estimation and postprocessing

III. WB excitation generation

IV. Wideband signal synthesis



WB Spectral Envelope Estimation (10/26)

Phoneme estimation: using HMM to estimate each speech frame 
linguistic state.

 Off-line process: using TIMIT transcription to build HMM statistical model 
using phoneme based states. Calculating the following PDFs:

 - Initial probability of each state.

 - Transition probability of the 
Markov chain from state j to state I.

 - Observation probability for each 
state.  Approximated by GMM parameters 
using the EM algorithm.

 ip S

    1i jp S m S m

 1x ip S



WB Spectral Envelope Estimation (11/26)

Phoneme estimation: using HMM to estimate each speech frame 
linguistic state.

 On-line process: making a decision on current 
frame state (phoneme) by maximizing the 
a-posteriori PDF:
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WB Spectral Envelope Estimation (12/26)

Estimate WB VTAF: using codebook matching of calculated NB VTAF 
to WB VTAF.

 Off-line process: for each speech state, clustering of NCB WB VTAF using 
vector quantization of speech frames training set.

 On-line process: finding closest WB VTAF 
codeword to extracted NB VTAF using 
Euclidean distance.
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WB Spectral Envelope Estimation (13/26)

Postprocessing

 Reduce artifacts due to erroneous estimation in first two steps.

 Reduce artifacts due to erroneous state estimation by using Nbest

highest probability states for VTAF estimation.

 best1

bestWB 1 WB WBA A A     
iNi

SS

NC p p



WB Spectral Envelope Estimation (14/26)

Postprocessing

 Reduce artifacts due to erroneous WB VTAF estimation. 

 Estimated WB envelope fit to NB envelope by tuning formant 
frequencies of estimated WB VTAF to allow better gain 
adjustment to NB envelope. Iterative tuning 
by VTAF perturbation.

 Iterative VTAF perturbation based on the
sensitivity function:
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WB Spectral Envelope Estimation (15/26)
Vocal Tract Sensitivity Function
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WB Spectral Envelope Estimation (16/26)
Vocal Tract Sensitivity Function
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WB Spectral Envelope Estimation 

Postprocessing

 Stopping condition for iterative process is formant frequencies 
difference.

 Smoothing in time of tuned estimated VTAF.

 Converting WB VTAF to WB 
spectral envelope.

       ' '

WB WB WBA A 1 1 A      m m m
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Postprocessing

 Gain adjustment of estimated WB spectral envelope to match 
the input NB spectral envelope.

WB Spectral Envelope Estimation (18/26)



Proposed BWE Algorithm (19/26)

Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope estimation
and postprocessing

III. WB excitation generation

IV. Wideband signal synthesis



Excitation generation - Shifting / modulation approaches:

 Fixed spectral translation:

 Spectral folding:

 Pitch adaptive modulation:
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WB Excitation Generation (21/26)

 Extract narrowband (NB) excitation using analyzed LPC.

 Using fixed spectral translation method.

 Advantages
 Fill all high-band frequencies.

 Does not change narrowband excitation.

 Low computational complexity.

 Disadvantages
Does not keep harmonic structure of voiced excitation.

Spectral 

translation

NBU

WBU



Proposed BWE Algorithm (22/26)

Algorithm stages:

I. NB signal preprocessing 
and features extraction

II. HB spectral envelope estimation,
and post processing

III. WB excitation generation

IV. Wideband signal synthesis



 Make sure not to change received narrow-band signal.

 Combine the estimated high-band signal and the narrow 
band signal.
 Summation in time domain.

Concatenation in frequency domain.

Wideband Speech Synthesis (23/26)



Wideband Speech Synthesis (24/26)

 Frequency domain synthesis.

 Calculate high-band estimated signal using:

 Concatenating narrowband and high
band signal in frequency.

     hb hb hbS k U k k 

 
 

 

,0 3.5 / 4

,3.5 / 4 8

nb

wb

hb

S k k kHz
S k

S k k kHz

  
 

 



Wideband Speech Synthesis (25/26)
Overlap add - Synthesize 20msec frames, 10msc overlap

Addition

Windowing

IFFT

160 samples 

(10 msec)

320 samples

(20 msec)

Frame n

Frame n+1

Frame n+2

Frame n

Frame n+1

Frame n+2

160 samples 

(10 msec)



Proposed BWE Algorithm (26/26)

Summary

 Separate extension of excitation and spectral envelope.

 signal equalization of NB attenuated band – 50-300 Hz.

 Spectral envelope estimation
 phoneme estimation and speaker vocal 

tract area function (VTAF) estimation.

 Iterative tuning of estimated VTAF 
to reduce possible artifacts.

 HB Excitation estimation by spectral
shifting.

 Overlap-add synthesis for better 
time transition.
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BWE Performance Evaluation (1/8)
Objective quality evaluation - Log Spectral Distance for phone category

 Reference algorithm: Evaluation of an Artificial Speech Bandwidth 
Extension Method in Three Languages [Pulakka et al., 2008].
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Proposed Reference

Mean Error 620 Hz 740 Hz

BWE Performance Evaluation (2/8)
Objective quality evaluation - Histogram of estimated formant 

frequencies error

 Reference algorithm: Low-Complexity Feature-Mapped Speech Bandwidth 
Extension [Gustafsson et al., 2006].

HB HBError f f 



BWE Performance Evaluation (3/8)
Objective quality evaluation - Spectral distortion measure of 

estimated spectral envelope with and without the iterative 
process

 Spectral Distortion Measure (SDM)

 Non-symmetric distortion measure.

 Takes the human auditory system into 
account.

 penalizes spectral overestimation higher 
than underestimation.



BWE Performance Evaluation (4/8)

Proposed Reference

Mean MUSHRA score 60 55

Subjective quality evaluation

 MUSHRA (MUltiple Stimuli with Hidden Reference and Anchor) – ranks 
several speech samples for score between 0-100. 

 Recommendation ITU-R BS.1116-1.

 Test setup: 11 listeners, 6 different sentences (English, 3 male, 3 female) –
each with WB reference signal, NB anchor signal, proposed BWE signal 
and a reference BWE signal from Geiser [Based on Jax et al., 2003. modified in 

2010].



BWE Performance Evaluation (5/8)
Complexity evaluation

 Calculating Matlab processing time of each major processing block.

 The table indicate the average processing time of a 20 msec speech 
frame.
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Narrowband

Male spectograms
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Proposed BWE
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Female spectograms
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BWE Performance Evaluation (8/8)
Male spectograms



Outline

 Introduction

 Methods of BWE

 Proposed BWE Algorithm

 Performance Evaluation

 Conclusion



Conclusion (1/2)

 Proposed BWE algorithm innovations
 Phonetic content estimation for each speech frame.

 WB VTAF estimation for specific speaker using codebook search.

 Iterative tuning of estimated WB VTAF for better gain adjustment.

 Algorithm advantages
 Phonetic-based estimation reduces estimation error for unvoiced 

frames.

 Iterative tuning at postprocessing reduces estimation error artifacts.

 Algorithm shortcomings
 Using VTAF is lacking in modeling nasal and unvoiced sounds.

 HMM-based phoneme estimation and online sensitivity function 
calculation at the postprocessing step, result in high algorithm 
complexity.



Conclusion (2/2)

 Future Work
 Reduce algorithm complexity by using sensitivity functions tables 

for each WB VTAF codeword.

 Use the postprocessing iterative procedure for better refinement
and control of estimated spectral envelope by high-band 
formants tuning to past estimated high-band formants.

 Change spectral envelope estimation model for unvoiced and 
nasal sounds.

 Check algorithm robustness to background noise and to different 
languages.
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