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Abstract

High quality low footprint Concatenative Text-To-Speech (CTTS) synthe-
sizers provide a persistent challenge in the field of speech processing. The
spectral parameters representing the short speech segments, used in the
concatenation process, constitute a large portion of the required memory.
In this work we propose algorithms for (re)compression of this previously
compressed data, stored in 3D acoustic leaves. We require that the algo-
rithms be generic, so that they may be applied for (re)compression of other
data that is stored in 3D units or structures that exhibit some redundancy,
primarily due to temporal evolution, but possibly along all three axes. Since
the requirement for small footprint, i.e., small memory consumption, often
corresponds to devices with limited resources, we also limit the algorithms
to have low decoding complexity.

We propose two (re)compression approaches. The first is an algorithm
from the family of Temporal Decomposition, which aims to minimize tem-
poral redundancy between consecutive frames. We use Polynomial TD and
perform data segmentation and polynomial order selection adaptively using
a generalized trellis scheme. The second approach is based on 3D-Shape
Adaptive DCT that removes redundancies in all three dimensions. This
approach requires design of quantizers for 3D data, which we address by
developing a methodical bit-allocation and splitting algorithm. We also
propose a segment reordering algorithm, which may be applied before the
(re)compression, to order the speech segments in a manner that will max-
imize overall performance. The proposed algorithms were evaluated on an
IBM small footprint CTTS system, and enabled reduction of the stored
amplitude spectral parameters (the main contributor to the footprint) by
a factor of 2, without compromising the perceptual quality of the obtained
speech. While we tested the proposed algorithms on a specific setup, they
are expected to apply to a variety of 3D (re)compression challenges.



Abbreviations and Notations

BSA
CELP
CTTS
DCT
LSD
LBG
LSF
MBOrd
MELP
MFCC
MSE
PESQ

SADCT
TD
TTS
4%

SA
SADCT
STD

Binary Switching Algorithm, used for segment ordering
Code Excited Linear Prediction (speech coder)
Concatenative Text To Speech

Discrete Cosine Transform

Log Spectral Distortion (a speech quality measure)

Linde - Buzo - Gray algorithm for quantizer design

Line Spectral Frequencies

A proposed Metropolis Based Ordering algorithm
Mixed-Excitation Linear Predictive (speech coder)
Mel-frequency Cepstral Coefficients used to represent speech spectrum
Mean Square Error

Perceptual Evaluation of Speech Quality (ITU-T P.862.2)
[By default we refer to the wide-band version)]

Shape Adaptive Discrete Cosine Transform

Temporal Decomposition

Text To Speech

Vector Quantizer or Quantization

Simulated Annealing

Shape Adaptive Discrete Cosine Transform

Standard Deviation
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Spectral amplitude of a speech frame

Basis functions used to derive the representing speech parameters
A cost associated with a specific segment

Set of normalized parameters representing speech frame spectrum
Distortion of a single speech frame

Global distortion used in the polynomial TD optimiaztions
Frequency of the speech spectral representation
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3D SADCT coefficient values

Group of SADCT coefficient vectors (i=1,..,5)

Number of consecutive frames used for TD (TD segment length)
Polynomial order

Rate

Target rate

A state in the generalized trellis used for polynomial TD optimization
Temperature, used in the reordering algorithm
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Chapter 1

Introduction

The goal of this research was to further reduce the footprint, a.k.a. memory
consumption, of a small footprint Concatenative-Text-To-Speech synthe-
sizer, without perceptually degrading the quality of the synthesized speech.
Most of the system footprint is due to the segment inventory which stores the
short speech segments used for the speech synthesis. Therefore, we propose
to take these compressed speech segments, and re-compress them further,
by removing redundancies between speech frames, and possibly also redun-
dancies between speech segments and among the parameters representing
each speech frame. We refer to this as re-compression, since it applies to
data that has already undergone one level of compression, rather than to
raw data. We add two constraints to our (re)compression scheme. The first
is that we would like to develop a generic approach, which will be applicable
to a variety of recompression challenges. We target databases that consist of
data sets stored in 2D or 3D units, or structures, that exhibit redundancy.
The redundancy may be due to slowly evolving data that has temporal re-
dundancy, or redundancy due to correlation between data elements in the
structure. For a 3D data structure we may have redundancies along all
three axis. The second constraint is that the (re)compression algorithms
should have low decoding complexity, so as to enable real-time decoding on
devices with limited resources.

In order to evaluate the proposed algorithms, we will take a specific small
footprint Concatenative Text-To-Speech (CTTS) synthesizer, and reduce
its footprint further, without compromising the perceptual quality of the
obtained speech.

To enable an understanding of the platform on which the proposed al-



gorithms were evaluated, we will first describe the structure of a CTTS
synthesizer. Then we will provide some details on the specific IBM system
we used. This is followed by an overview of previous research in this field,
and then an outline of the structure of this thesis.

1.1 Concatenative Text-To-Speech Synthesizers

The goal of a Text-To-Speech (TTS) synthesizer, is to create synthesized
speech based on an input text sequence. T'TS synthesizers generally belong
to one of two categories, rule based or corpus based as explained in detail
in [6]. Corpus based synthesizers usually use a concatenative approach,
where short speech segments, stored in the segment inventory or database,
are selected, processed and combined to create the synthesized speech. A
standard Concatenative TTS (CTTS) system is illustrated in Figure 1.1
(taken from [9]). The main components of this system are the front end
which performs the text analysis, the speech segment inventory or database,
and various speech processing modules.

The speech segment inventory is created by taking many hours of recorded
speech, decomposing it into short speech segments, i.e. sub-phonemes, and
clustering these sub-phonemes into acoustic leaves. Each acoustic leaf holds
a number of speech segments, all corresponding to the same sub-phoneme
in the same context.

The speech synthesis is performed with the following steps: The input
text enters the ’front-end’, which performs phonetic analysis to determine
the sub-phonemes that make up the target speech, and determines the ap-
propriate pitch, energy, and duration of each sub-phoneme as well as provid-
ing various context parameters that help select the most appropriate speech
segment. Then, for each sub-phoneme in the target sequence, a speech seg-
ment is selected from the segment inventory, or database. The speech seg-
ment selection is performed in two stages: First, according to the required
sub-phoneme and its context the appropriate acoustic leaf is selected. Then
out of the multiple speech segments stored in the acoustic leaf, the one that
provides the lowest target and concatenation costs is selected. A detailed
description of how the segment selection may be performed, using dynamic
programming, can be found in [13]. Various signal processing modules per-
form reconstruction of the speech segments from their stored parametric
representation, various morphing operations and the actual concatenation
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Figure 1.1: Illustration of a Concatenative Text-To-Speech synthesizer (as
provided in [9]).

(usually using an OverLap and Add approach).

1.2 IBM Small Footprint CTTS Synthesizer

In order to implement and evaluate the proposed (re)compression algo-
rithms, we applied them to the database of a small footprint IBM CTTS
system. A description of this system can be found in [13], with the descrip-
tion of the efforts towards reducing the footprint in [9], [8]. (The system
we used also combines improved high band synthesis via frequency data
manipulations as described in [10], which is less relevant to our compression
scheme since we work on the amplitude spectral parameters only). The
CTTS synthesizer achieves low footprint using two complementing tools:

1. Careful selection of the speech segments to be stored in the acoustic
leaf database: only the most frequently used speech segments are kept.

2. Compact representation of each speech frame using a parametric spec-
tral model.

Each acoustic leaf in the database consists of the 5-10 ”pre-selected”
speech segments, that correspond to the sub-phoneme and context of the



leaf. The segments are selected by applying a statistical pruning process,
where the frequency of each speech segment in synthesizing a large text
corpus is evaluated, and the most frequently used speech segments are kept.
Each speech segment comprises of 1-35 speech frames, with a median frame
number of 2. For each frame of 10msec duration, the following spectral
modeling is performed, resulting in a set of 32 amplitude parameters and a
varying length set of phase parameters.

The speech analysis process examines the polar form of the complex
spectral envelope of the speech frame:

S(f) = A(f)e’V) (1.1)

Amplitude and phase are modeled separately using similar algorithms - we
describe the amplitude modeling since these are the parameters we focused
on, as they are responsible for most of the system footprint. The phase
modeling uses similar concepts, though the length of the phase parameter
vector depends on the speech frame type - voiced, unvoiced or clicks- such
as plosives or fricatives. Further details can be found in [8].

To obtain high perceptual quality while maintaining simplicity, the spec-
trum amplitude is analyzed on a warped frequency scale, using the Mel-scale
mapping [48]:

f' = 2595 - logio (1 + 7“50) (12)

The log-amplitude spectrum of each frame is modeled by a linear combina-
tion of L basis functions:

L
log (A(f") = n - Bu(f') (1.3)
n=1

The basis functions used, B,, are triangular and in the warped Mel-scale
have equal widths and half overlap each other. A schematic example of four
such functions, shown on the normalized (non warped) frequency scale is
provided in Figure 1.2. In practice 32 such functions are used.

During speech analysis, we calculate the parameters ¢, that minimize
the squared error between a frequency-warped and re-sampled version of the
amplitude line spectrum, and its parameter based reconstruction. In order
to preserve the original frame energy, G, without adding another parameter,
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Figure 1.2: Illustration of the basis functions used for IBM small footprint
CTTS spectral modeling, illustrated for L=4, as shown in [8]. In practice,
for the system we used, L=32

it is embedded into the optimal ¢, values, defined above, as follows:

1 L
Cn,=c,— 7 (; C; — logG) (1.4)

The log-amplitude spectrum of each frame is therefore represented by the
set of values C,,. These are the final model parameters or features, which

are the input to our (re)compression algorithm.

In the IBM system we used, the vectors C,, undergo quantization, with
an 86 bit quantizer. Differential coding is performed, which, since these
parameters are on a logarithmic scale, is equivalent to coding the parameter
ratios. The differences are calculated in multiple stages, starting with the
vector of 32 amplitude parameters (V). At each stage the input vector is
transformed to an output vector, according to the following: First stage:

Vi[2n] = Vo2n+ 1]+ V[2n]; Vi[2n+1] = Wp[2n+1] = Vp[2n]; n = 0,1, ..., 15.
(1.5)
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Figure 1.3: Illustration of the differential coding scheme used for
quantization of the spectral amplitude parameters in the IBM small
footprint CTTS system. Input vector: [vl, v2, v3, v4], Output vector :[d1,
d2, d3, d4]. (Note d2 and d4 are passed through from the second stage).

Second stage:

Voldn] = Vi[dn+ 2]+ Vi[dn]; Valdn+1] = Vi[dn+2] - Vi[dn]; n = 0,1, ..., 7.

(1.6)
This continues until V[0] holds the sum of all the vector values, and the
differences from each stage are stored and inserted into the final vector.
Note that at each stage we work on less and less elements, and since the
calculations are performed in place, at the last stage we have the complete
vector ready for coding, though its order is somewhat un-intuitive. This
process is demonstrated in Figure 1.3 for a vector of length 4.

The obtained difference vector is then coded using a Split Vector Quan-
tization (VQ) approach. The system we used for evaluation, which codes
each 32 feature vector with 86 bits, uses the setup shown in Table 1.1.
Note that the sum of coefficients, which contains the vector energy, is coded
separately.

To summarize: Each speech frame is represented by a vector of 32 quan-
tized parameters. Each of these vectors represents the spectral amplitude
of a single speech frame. Each frame belongs to a speech segment, which in
turns belongs to a specific acoustic leaf. The database we used for the eval-



Table 1.1: Bit allocation in IBM small footprint CTTS quantizer. The
indices refer to the indices in the obtained difference vector.

Vector length | Num. bits indices
4 10 1,3,57
4 10 9,11, 13, 15
4 8 17,19, 21, 23
4 7 25, 27, 29, 31
3 10 2,4,6
3 9 10, 12, 14
2 10 8, 16
4 7 18, 22, 26, 30
3 7 20, 24, 28
1 8 0

uation of the proposed algorithm consists of 23,263 such leaves, with 1661 of
them used to synthesize the 10 test sentences evaluated in our simulations.
This concludes the description of our test data.

1.3 Prior Art

There is an abundance of previous work that can be applied to the problem
of data compression, where the data is stored in 3D structures that exhibit
redundancy in at least one of the three dimensions, or more specifically,
(re)compression of CTTS acoustic leaf data. If we were to apply the com-
pression directly to the speech frames or segments stored in the acoustic leaf,
rather than the to the parameters of a selected spectral model as described
in the previous section, many possible speech coding algorithms could be
applied. These include, but are not limited to, sinusoidal based models as
first introduced by McAulay and Quatiere in [36] and [37], or one of its var-
ious expansions to Harmonic plus Noise models such as the one proposed
by Stylianou in [56]. An adaptation of the sinusoidal model specifically for
TTS applications was proposed by Macon and Clements in [32] and [33].
Other appropriate models are a decomposition of the spectra into periodic
and a-periodic components was described by d’Alessandro et al. in [12] and
enhanced by Ahn and Holmes in [2]. Tterative signal subtraction for anal-
ysis by synthesis using the sinusoidal model was proposed by George and

10



Smith in [17] with a minor enhancement by Bailly in [4]. The advantage of
these approaches is that pitch modification or speech morphing, which is of-
ten required for CTTS, is quite easily integrated within a sinusoidal speech
model. A slightly different approach is to use MFCC, Mel-frequency Cep-
stral Coefficients, to model the speech spectrum as proposed in [9]. Other
small footprint CTTS systems, such as the one described in [27], propose to
use standard speech coding techniques, such as Code Excited Linear Predic-
tion (CELP). A disadvantage of this approach is that since we store short,
discontinuous, speech segments the prediction efficiency of this algorithm is
limited. Using any of these speech models may enable better compression of
the speech frames, but will probably leave inter-frame and/or inter-segment
redundancies. Therefore, these models could serve as an alternative starting
point for the proposed algorithms, which attempt to remove the remaining
redundancies.

A somewhat different approach to the compression of an acoustic leaf
database, or acoustic unit inventory compression, was presented by Kain
and van Santen in [24], [25] and [26]. They propose to approximate each
diphone, an adjacent pair of phones, by interpolating between a left and
right phoneme template. These templates are acquired by collecting all the
relevant representing frames of a specific diphone onset or end, i.e., all the
left frames of diphones that begin with a specific phoneme, or alternatively,
all the right frames of diphones that end with a specific phoneme. The
corresponding template is set to the complex spectrum of the frame that
is identified as the centroid of these frames in the log-magnitude spectrum
domain [24]. For diphone synthesis two asynchronous, non-linear, inter-
polation operations are applied to the left and right templates, using two
sets of evolving transition weights, which are estimated and stored for each
frequency component of each speech frame of each diphone in the acoustic
inventory. Using this approach provides high compression ratios, but this
comes at the price of poor perceptual quality and low flexibility, as the al-
gorithm provides a single possible working point. The process of moving
from frame by frame representation of phones and diphones to the template
based approach incurs non-reversible loss which causes a perceptible qual-
ity degradation. Creating the template database is also a complex process,
which means that changing speakers for instance has a high algorithmic
overhead.

These approaches were not appropriate for our case, where we wish to

11



use the parameters stored in the acoustic leaves of a specific CTTS synthe-
sizer. We will therefore examine approaches that can fit seamlessly into an
existing system, by using pre-determined spectral model parameters.

Regarding possible algorithms for recompression of a set of per-frame
spectral parameters, a variety of works exist on coding spectral parameters
using Gaussian Mixture Model based quantization. The earlier works by
Hedelin [21] and Subramaniam [58], [57], have been expanded by Linblom
and Stylianou in [23] and [1], accordingly, for usage in sinusoidal based
spectral modeling, dealing with the varying vector dimensionality. These
approaches propose improved quantization of each speech frame, but do not
take advantage of slow temporal volution or remove temporal redundancies.

We chose to concentrate on alternatives that allow reuse of the existing
parameter vectors, and focus on re-compressing these by removing inter-
frame redundancies. We propose two different approaches for this problem.
The first uses Temporal Decomposition to remove long-term redundancy,
by modeling the trajectory of the parameters along frames. This approach
enables reuse of the existing quantizer. The second uses the 3D Shape
Adaptive Discrete Cosine Transform to remove redundancies along all three
axis of the acoustic leaf. For this algorithm we will need to design a new
quantizer, that is suitable for the new type of data (DCT coefficients). We
will present the algorithms details and the relevant prior art in the following
chapters.

1.4 Thesis Structure

This thesis is structured as follows. Having introduced the research goal,
and the basics of the CTTS synthesizer database on which we evaluate the
proposed algorithms, we will next present the two proposed (re)compression
algorithms.

Chapter 2 elaborates on a Temporal Decomposition approach for long-
term (re)compression, presenting first the previous works in this field, fol-
lowed by the polynomial TD proposed in [14], [15]. We then present our
expansion of this algorithm to a vectorial form where the segment length and
model order are adapted to local data behavior rather than being selected
in advance.

Chapter 3 presents an alternative approach, based on 3D SADCT, (used
previously in 3D in the context of hyperspectral image coding in [35]), to

12



remove redundancies along all 3 axis of the acoustic leaf.

Chapter 4 presents an optimal ordering algorithm, which may be ap-
plied to the speech segments prior to applying either of the two proposed
recompression algorithms.

Chapter 5 presents experimental results of the algorithms presented in
this thesis. We show that we can recompress the spectral amplitude data
stored in the acoustic leaf database of our test system, by a factor of 2,
without introducing perceptual quality loss.

In Chapter 6 we conclude and suggest some future research directions.

13



Chapter 2

Compression using
Polynomial Temporal
Decomposition

2.1 Overview

In this chapter we describe one of the proposed algorithms for acoustic leaf
compression - Polynomial Temporal Decomposition. We begin by intro-
ducing a range of Temporal Decomposition algorithms, then describe the
proposed algorithm and its components, including an algorithm to perform
joint segmentation and polynomial order selection. We proceed to describe
a number of different proposed algorithm configurations and then conclude.
We will also refer to the compression algorithm as recompression, to in-
dicate that the compression is performed on the acoustic leaf data which
has already undergone compression as described in Chapter 1, rather than
operating on raw data.

2.2 Temporal Decomposition

Temporal Decomposition (TD) describes a set of compression methods which
attempt to exploit the temporal redundancy in the data by representing
the evolution over time, or between frames, of either a scalar parameter
(scalar TD) or a parameter vector (vector TD). The representation of the
parameter trajectory is achieved with a reduced order model, thus achieving

14



compression.

In the remainder of this section, we briefly describe some existing vector
and scalar TD approaches, wrapping up with the Polynomial based Tem-
poral Decomposition which we adopted in our research.

2.2.1 Vector TD

When applying vector TD for speech compression, each speech segment,
consisting of a number of subsequent speech frames, is jointly represented
by a set of events. The set consists of event locations, event targets and
event functions. The locations describe the time index of the events, the
targets hold the event data or feature vector and the event functions describe
the interpolation functions for time indices that lie between event locations.

Vector TD has been used for low rate speech coding in a number of
previous works. In [3], Athaudage et al. present a dynamic programming
based optimization strategy for optimal event localization. All possible
locations for the ky, event are evaluated, assuming the optimal locations
for all other events are known. The suggested TD model is incorporated
into the standard MELP speech coder for evaluation of compression effi-
ciency. Shechtman and Malah in [52] and [51] propose a computationally
efficient sub-optimal approach to the TD modeling, as well as a perceptu-
ally weighted error criterion for improved perceptual performance. They
also attempted to apply the TD model not only to the spectral parameters,
but also to the MELP excitation parameters. Their work was based partly
on the LEBEL-TD algorithm presented by Nguyen in 2002 and re-presented
with more detailed evaluations in [41].

These works report about a 50% compression gain, when applied to
spectral parameters, with equivalent quality. They also conclude that spec-
tral parameters are more suited to TD than the excitation parameters. The
efficient sub-optimal approach of [51] displays a low penalty in quality and
the perceptual weighting improves perceptual quality of the reconstructed
speech. Note that to obtain this performance, these algorithms generally
require at least 10 consecutive frames per segment, which is not the case
for our database. Another limitation of these vector TD approaches is that
the interpolation functions are uniform for all vector elements. Therefore
they do not apply well to cases where different elements in the vector have
different trajectories, which is often the case for the CTTS acoustic leaf

15



data.

2.2.2 DCT Based Scalar TD

In [19] Girin et al. present a DCT based, long-term model for the trajectories
of the amplitude and phase parameters of sinusoidal coding parameters.
The DCT model order is found iteratively, by minimizing a perceptually
weighted cost function. The algorithm was applied and evaluated on the
first 10 partials of voiced frames only. When using short, pitch synchronized
windows, the authors showed a reduction factor of 7 in the amount of data
required for the first ten harmonics. When using fixed length windows of
10-20ms, a reduction factor of 2-4 was obtained. While this work offers
an interesting approach, it doesn’t seem to extend well to parameters that
exhibit higher randomness such as unvoiced speech or the higher partials.
It also requires reasonably large segments - the authors used 20 consecutive
frames in their evaluations.

2.2.3 Polynomial Based Scalar TD

In [14] and [15] Dusan et al. present an alternative scalar TD approach. The
trajectories of various speech features (i.e., spectral coefficients, pitch and
gain) along the segment are each modeled by an approximating polynomial.
The trajectory is then represented by the approximating polynomial sam-
ples. These papers successfully apply the proposed algorithm also to noisy
speech signals. In polynomial scalar TD, a segment consisting of N consec-
utive analysis frames is chosen. For each scalar parameter, for instance the
it" Line Spectral Frequency (LSF) coefficient at each frame, a trajectory of
length N is created, consisting of the parameter value in each of the N frames
in the TD segment. This N point, scalar, trajectory is then approximated
by a P™ order polynomial, with P +1 < N. The approximation is done
using the least squares method, so as to minimize the distance between
the actual trajectory and the polynomial. This is illustrated in Fig. 2.1.
Since polynomial coefficients are sensitive to quantization, the polynomial
is sampled at P 4 1 points, and the obtained values, that lie in the original
features space, are coded and transmitted. For synthesis, the P+1 features
are used to fit the (unique) Pt order polynomial which is re-sampled at
all the original N points. The authors show that the algorithm is better
suited for compression of spectral coefficients than pitch and gain, whose
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Figure 2.1: Illustration of Polynomial based scalar TD for a single TD
segment and a single parameter with N=10 and P=4. The asterisks mark
the actual parameter values at each of the 10 frames, the dashed line is
their actual trajectory and the solid red line shows the approximating
polynomial of order 4.
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time trajectories are less stable. Evaluation of the algorithm was performed
by embedding it into the MELP 2400 b/s codec, and using various qual-
ity measures including spectral distortion (SD), Itakura-Saito distance and
subjective testing. Their tests show equivalent quality at 1533 b/s (N=10,
P=4), and slightly superior quality at that rate for noisy signals.

A similar approach was presented by Nygaard et. al. in [42], [43], for
the compression of ECG signals. This work deals with a scalar setup only,
using a signal which is known to be piecewise linear, and proposes to use
either linear interpolation (in [43]) or fitting with second order polynomials
(in [42]) consistently, and is therefore in a way a subset of the polynomial
TD approach, though it is an interesting application of it.

2.2.4 Proposed Vectorial Polynomial TD

When attempting to apply Temporal Decomposition to CTTS speech seg-
ments, we must keep in mind that the data consists mainly of very short
segments. Therefore, it seems that of the above approaches, the most ap-
propriate model is the scalar polynomial TD, which applies well to short
segments, as it contains little model overhead and can be easily adapted to
short segments by decreasing polynomial orders.

However, we wish to also benefit from the advantages of vector TD.
Vector TD incurs reduced overhead due to joint modeling of all parameters
in the vector. Another advantage of vector TD is that the event targets
can be quantized and coded with the same tools used to code the original
feature vectors, as they lie in the same space.

We also wish to incorporate the adaptive model order selection as pro-
posed by Girin et al. in their DCT TD approach, in order to obtain a
consistent error, rather than using a constant model order as in the original
scalar polynomial TD.

Combining all of the above, we propose the following. For each segment
of length N, we perform scalar polynomial TD for each of the amplitude
parameters, however we select an optimal polynomial order, jointly for all
the trajectories. Then we sample these polynomials at the same points, and
thus we are essentially performing a form of vector TD. The polynomial
sampling points are our event locations, event targets are the sample values
recombined into vector form and event functions are implicitly given by
the interpolation polynomials. An advantage of this approach over classic
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vector TD is that each vector element may have a different interpolation
function, which is well matched to its trajectory - the only common factor
between the interpolation functions being that they belong to the class of
Pt order polynomials.

We will also address the selection of N, the number of frames in the
TD segment, which in our proposed algorithm is no longer constant, as we
perform adaptive segmentation.

Another point that is not addressed by Dusan et al. is an analysis of the
resulting error, including the quantization error manifestation, which affects
selection of sampling points. We discuss this in detail in Appendix A.

The central challenge in applying the vectorial polynomial TD algorithm
to the CTTS acoustic leaves revolves around performing the segmentation
and polynomial order selection wisely using a suitable rate-distortion model
and a good cost function, which are all described in this chapter.

2.3 Algorithm Outline

To apply our TD-based algorithm to each acoustic leaf, we begin by con-
catenating the speech segments in the leaf to obtain one long super-segment.
The order of the speech segments is either according to their original order
in the leaf, or else determined according to the proposed segment ordering
algorithm described later, in Ch. 4. Since we do not expect smoothness
to hold for the entire super-segment, we perform sub-segmentation into TD
segments in an optimal manner, as described in the following section. Then,
the vectorial polynomial TD, is applied to the parameters of each TD seg-
ment. Our goal is to reach a target rate R; while minimizing the obtained
distortion. We found that the minmax approach, i.e., minimizing the max-
imum distortion, provides better perceptual quality than minimizing mean
distortion. Also, we bound the allowed distortion jointly over the entire
database, to obtain consistent quality, while achieving the overall target
rate or compression ratio, allowing variation of compression ratio among
leaves. This approach outperforms enforcing the target compression ratio
on each leaf.

Thus, our constrained optimization problem can be described as follows:
Assuming a known per-frame distortion value, Dy, (discussed in 2.4.1) cal-
culated between the original and reconstructed speech frames, the global
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distortion Dy is defined as:

Dg = MaXjeqves {maXTDsegments [maxframes(Df)]} (2'1)

We wish to find the smallest global distortion, Dy, for which the target rate
R; is obtained. i.e.:

Dy =min(Dy) s.t. R(Dy) < Ry (2.2)

Since the rate is a monotonic non-increasing function of the distortion,
we can adopt an iterative solution, similar to the one proposed in [49]. We
define a Rate-Distortion structure, RD;, that holds the distortions obtained
in the previous iterations, and enables an efficient bi-section search for the
optimal distortion value. This structure also holds the target rate and
tolerance range. The tolerance is necessary due to the step-wise nature
of the rate distortion function, which does not guarantee the possibility of
convergence to an exact target value. At each iteration, RD; holds the
current lower and upper distortion values, Dy and Dy, which define the
ends of the ’active’ interval, within which we are trying to pinpoint our
target working point. The TD algorithm steps are described in the following
"pseudo-code’:

1. Initialize: D;=0, Dy=maximum distortion value.

2. Perform Polynomial TD with Dy = Dy, set rate to obtained rate.
3. Verify rate < Ry. If not, double Dy value and GOTO 2.

4. Calculate next value for Dy: Dy = 3(Dy + Dp).

5. Perform polynomial TD for each leaf in the database, limiting max-
imum allowed distortion to Dy, and set rate to the obtained overall
rate.

6. IF rate is within the tolerance range of the target rate, R;,: GOTO
8.

7. IF (rate < R;): Dy = Dy, ELSE: Dy, = D, ; GOTO 5.
8. D} = Dy ; END.
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The need for step 3 stems from the fact that on one hand, we do not wish
to initialize our interval with a value of Dy that is too high and will incur
unnecessary iterations. For instance we could set initial distortion to its
maximum by transmitting no data, but then we would require quite a few
iterations to narrow our interval to the relevant values. On the other hand,
we must make sure that our initial Dy is high enough to assure that the
working point we seek lies within the designated interval - which is exactly
what step 3 does.

This algorithm is illustrated in Fig. 2.2. Note that we perform simple
bi-section, as proposed in [49]. We also evaluated the option of perform-
ing weighted bi-section, but found that in many cases the convergence was
actually slower due to the non-linearity of the rate-distortion function.

When calculating the obtained rate we take into account both the bits
incurred by coding the parameters, and, for each TD segment, the overhead
bits required to hold the selected segment length and polynomial order. We
use the current IBM split-VQ quantization, described in Chapter 1, which
represents each amplitude parameter vector with 86 bits. Therefore, for
each TD segment of length N represented with a P order polynomial, the
full rate is 86« N, and the obtained rate is 86 (P +1) 4 overhead, where the
overhead consists of the bits required to represent the TD segment length
and selected polynomial order.

Note that the proposed algorithm allows for automatic adaptation to
any target rate or compression ratio.

2.4 Jointly Optimal Segmentation and Polynomial
Order Selection

Since we wish to use low order polynomials, (in order to limit decoding
complexity and quantization error), and also cannot presume smoothness as-
sumptions will hold for the entire acoustic leaf, we must perform segmenta-
tion of the super-segment into a number of TD segments. The advantage of
this approach, as opposed to just using the original speech segments, is that
we may concatenate speech segments that join smoothly, while 'breaking-up’
speech segments with discontinuities. We will now describe the proposed
algorithm for jointly optimal segmentation and polynomial order selection,
which is based on the algorithm presented in [47] and [46]. In these publica-
tions Prandoni proposes joint segmentation of speech samples with selection
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Figure 2.2: Outline of the proposed algorithm
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of optimal LPC model order, and joint segmentation and polynomial order
selection for piecewise smooth continuous functions, respectively. The main
innovation in our algorithm is that we have an additional dimension. Our
‘input parameter’, for which we seek to perform segmentation and model
order selection, is actually a vector, holding the frames’ spectral features.
Therefore we expand the 2D solution proposed by Prandoni, to a 3D solu-
tion, as described next.

We define a generalized 3D trellis structure. The need for a generalized
trellis stems from the dependencies between the segmentation decisions,
which invalidates the assumption of independency used in a regular trel-
lis. The horizontal dimension of the 3D generalized trellis, corresponds to
the candidate TD segment termination points (segment ends), the verti-
cal dimension corresponds to TD segment length, and the depth dimension
corresponds to candidate polynomial orders. Each point S; ;5 in this struc-
ture is assigned a cost, based on the distortion calculated for a TD segment
that ends after frame ¢, consists of j frames and uses a polynomial of order
k. Then we ”flatten” the structure as follows: At each trellis point, the
value of k for that point is set to the lowest polynomial order for which the
resulting distortion in the corresponding TD segment does not exceed the
current value of Dy. Thus we have a 2D generalized structure, containing
the points S; ;1= = S;;, through which we wish to find the optimal path.
The initial state Sp o, is a virtual state that provides a 'root’ for the trellis,
i.e., a point where all paths must begin. Once costs have been assigned to
each state in the trellis, we step through the trellis and calculate the accu-
mulated costs at each point. For each column, or value of i, we find the j
that has the lowest accumulated cost, and mark that state with a star. The
accumulated cost of S7; will be added to the total cost of any path that
starts at frame ¢ + 1. When the end of the trellis is reached, we perform
backtracking from the state with the lowest cost in the last column, back
through the trellis, until we reach the root. During the backtracking we
store the selected segmentation points and their pre-selected corresponding
polynomial orders. This is illustrated in Fig. 2.3, for a five column trellis.

2.4.1 Cost Function Selection

In the optimization process we must constantly evaluate the distortion be-
tween the original speech and the reconstructed speech with a specific TD
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Figure 2.3: 2D structure for optimal segmentation and polynomial order
selection. The horizontal dimension corresponds to the candidate TD
segment termination points (segment ends), the vertical dimension
corresponds to TD segment length. Dotted lines illustrate all the paths
considered while proceeding through the generalized trellis, solid line
shows optimal path. A star marks the state with the lowest accumulated
cost in each column

setup. However, we cannot afford to transform back into the speech domain
for each evaluation point, in order to actually measure the obtained distor-
tion. Therefore, we must find a function that when applied to the original
and reconstructed parameter sets, predicts the perceptual distortion reli-
ably. In this section we will describe various evaluated distortion functions,
and the one we eventually selected. The two types of candidate distortion
functions were MSE and an LSD measure.

1. Mean Squared Error (MSE):
Given an original parameter vector V of length L, and a reconstructed
vector V, the Mean Squared Error, or MSE, between them is simply:
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L
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2. Log Spectral Distortion (LSD):
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The LSD measure is considered a reliable estimator of perceived speech
quality. It is calculated based on the spectrums of the original and

reconstructed signals: A(w) and A(w) using a logarithmic scale. The
LSD, as defined in [29], is given by:

2

1 A<w>21
LSD = —/ 10log e dw 2.3
2m [ Y Aw)P 23

Since our parameters represent the sampled signal spectrum, we may
calculate the LSD directly in the parameter space. The required steps
and calculations are detailed in Appendix B. The proposed measure
can be easily computed during the optimization process so that the
distortion we are minimizing is the actual LSD rather than just an
Euclidean distance measure between the parameter vectors, in hope
of improving overall performance.

For each of the candidate measures, MSE and LSD, we compared the
performance obtained when the measure was calculated over the entire fre-
quency range, [0-11050]Hz, to the performance obtained when calculating
over an active range of [100-8000]Hz only.

Another parameter in the cost function determination, is wether to take
the average distortion over the frames in the TD segment, or the maximum
distortion.

Thus we are faced with two types of cost functions, each having one of
four possible setups:

1. Full frequency range and mean over frames.

2. Full frequency range and max over frames.

3. Active frequency range and mean over frames.
4. Active frequency range and max over frames.

All candidate cost functions were combined into a simple compression
setup (without quantization). The obtained quality and compression ra-
tio were evaluated for each proposed cost, and a performance comparison
was performed. Results for four selected cases, LSD and MSE using the
maximum and mean over frames and the full frequency band, are shown in
Fig. 2.4. Using the LSD measure did not improve perceptual performance.
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Figure 2.4: PSNR vs. Rate for various cost functions. Results shown for
full frequency band; A: LSD maximum; B: LSD mean; C: MSE maximum
(selected); D: MSE mean

This appears to be because the spectral parameters were already obtained
with perceptual considerations in mind. We found that using the MSE mea-
sure, calculated over the entire frequency range, and limiting the maximal
distortion over the TD segment, (Setup C in Fig. 2.4), provided the best
and most consistent results.

2.5 Evaluated Setups

The proposed algorithm is to be used in small footprint CTTS synthesizers.
Since the host devices often have both CPU and memory constraints, we
examined some reduced complexity setups.

A number of algorithm setups were examined, and are described in the
following subsections. Most of these setups aim to minimize complexity,
while others also attempt to improve the obtained speech quality.
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2.5.1 Full Setup

The full setup of the algorithm refers to the algorithm as described above,
i.e., performing optimal segmentation and order selection. Polynomial or-
ders are restricted to the range [0,4] in order to limit the effect of the quan-
tization error, as described in Appendix A. Maximum TD segment length
is 16 frames, as longer frames were very rarely selected, and the longer the
allowed segments the higher the algorithm complexity and resulting over-
head. The required overhead for each TD segment in this setup is 7 bits: 3
to represent the selected polynomial order and 4 to represent the selected
TD segment length.

2.5.2 Reduced Polynomial Order Setup

To avoid the need to perform complex polynomial fitting when decoding
(using least-squares), we evaluated the performance allowing polynomials
of orders 0 and 1 only, which require at most linear interpolation. The
optimization procedure is carried out in the same manner, but it has lower
complexity. This approach was also justified based on the fact that in the
Full Setup, approximately 70% of the TD segments used polynomial orders
of 0 and 1. We will explain this in detail when we present the results
below. The overhead in this setup is 5 bits per TD segment: a single bit for
polynomial order and 4 for selected TD segment length.

2.5.3 Short TD Segment Setup

We found that in both the full and reduced polynomial orders setups, most
of the TD segments are quite short. Thus, we are not using the overhead
of the 4 bits required to represent the selected TD length efficiently. We
therefore also evaluated a setup which limits the maximum TD segment
length to 8 frames, which reduces the overhead per TD segment by 1 bit.
An additional advantage to this is the decreased probability that in order
to reconstruct a specific speech segment we reconstruct many unneeded
frames that belong to a different speech segment but the same TD segment.
The results for this setup shown in Table 2.1, are for the case of reduced
polynomial order.
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2.5.4 Naive Segmentation Setup

In this approach, we do not extend the TD segments beyond original speech
segment boundaries. This substantially reduces encoding complexity, and
also reduces decoding complexity since there is no need for decoding of
additional frames in neighboring speech segments that are part of the same
TD segment. Long speech segments are split into TD sub-segments, and
the polynomial order for each TD segment is found s.t. the maximum
distortion along the segment is bounded by D4, which is found using the
iterative algorithm used in the full setup. We evaluated this setup with a
maximum TD segment length of 8 and of 4. The longer segments enable
more efficient compression, but in order to obtain the target distortion may
require polynomials up to order 7, which in turn may increase quantization
error and decoding complexity. The overhead size in this setup is adaptive
in the range 0-3, and depends on the speech segment length (which is stored
as part of the original side information).

2.5.5 Embedded Quantization Setup

In all the setups described above, the quantization is performed as a final
step, after optimization is completed. In the Embedded Quantization setup,
we perform the quantization in-loop, i.e., prior to evaluating the distortion
resulting from each segmentation and polynomial order selection. The opti-
mization is performed using the overall error, consisting of both the model
error and the quantization error.

2.5.6 Experimental Results of the Proposed Setups

The proposed algorithm setups were evaluated by applying them to our leaf
database, and then using the reconstructed leaves of each setup to create
10 sample sentences. The PESQ scores [22], were calculated between the
original sentences created using the original leaves for the TTS, and the
reconstructed sentences using the recompressed leaves. A more detailed de-
scription of the experimental environment is described in Chapter 5. Using
this environment the performance was evaluated for recompression with a
factor of 2, for each setup. The obtained PESQ scores are provided in Ta-
ble 2.1, and their statistics are presented in Table 2.2. All results are shown
using the proposed Metropolis Based Ordering algorithm (where applicable)
and using the current IBM VQ. For comparison, we also bring the results
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obtained by performing simple downsampling each feature trajectory by

a factor of 2, with appropriate pre-filtering, and reconstruction via linear

interpolation. This simple approach provides much lower PESQ scores.

S1 | S2 | S3 |S4 | S5 |S6 |S7T | S8 |89 |S10
Full 3.74| 3.76 | 3.60| 3.49| 3.49| 3.91| 3.95| 3.56| 3.63| 3.53
Red. Pol Ord 3.72| 3.54| 3.70| 3.55| 3.64| 3.72| 4.04| 3.51| 3.81| 3.65
Short TD seg 3.73| 3.64| 3.71| 3.57| 3.65| 3.65| 4.02| 3.48| 3.78| 3.63
Naive seg a (8) | 3.73| 3.63| 3.50| 3.83| 3.79| 3.67| 3.72| 3.62| 3.73| 3.82
Naive seg b (4) | 3.59| 3.71| 3.50| 3.66 | 3.70 | 3.60 | 3.77| 3.59| 3.59 | 3.66
Embedded Q 3.72| 3.491] 3.23| 3.56| 3.64| 3.87| 3.80| 3.59| 3.63| 3.53
Downsamplex2 | 2.81| 2.93| 2.89| 2.88| 2.82| 2.90| 2.48 | 2.86| 2.99| 2.86

Table 2.1: PESQ results for the proposed Polynomial TD setups for 10
test sentences

Note, that the embedded quantization caused the PESQ score to de-
crease, although we initially expected this setup to provide the best per-

ceptual quality. This is due to the fact that the quantization error is per-

ceptually shaped, whereas the proposed minmaz optimization is not. We

will first explain why this causes the drop in performance and will then

describe a possible solution and its limitations. The quantizer introduces

quite large errors in frequency bands that are perceptually less important,

but this causes a rise in the value of our target distortion, which may al-

low for larger distortions in the frequencies that have a higher perceptual

importance. This is demonstrated in the following example: Assuming

Avg. PESQ | Min. PESQ | PESQ STD.
Full 3.67 3.49 0.167
Red. Pol Ord 3.688 3.51 0.155
Short TD seg 3.685 3.48 0.142
Naive seg a (8) 3.70 3.50 0.102
Naive seg b (4) 3.63 3.50 0.078
Embedded Q 3.61 3.23 0.178
Downsamplex2 2.84 2.48 0.137

Table 2.2: PESQ results for the proposed Polynomial TD setups -

summary
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two frequencies wi,ws, and a quantizer that introduces corresponding er-
rors e(w1) = E, e(wg) = 2F, that results in imperceptible distortion, due to
lower perceptual sensitivity at frequency wo. If we use MSE to combine these
and calculate the target distortion, i.e., we allow for an error up to 1.5 E,
thus a vector that has the errors e(w1) = 2% F, e(ws) = E, is equally 'valid’,
yet will cause a greater perceptual distortion. This causes the Embedded
setup to minimize the obtained MSE but it does not maximize the obtained
perceptual quality. To solve this we need to perform optimization with a
perceptually weighted cost function, tuned to the quantizer error. If the
quantizer had an analytical error shaping function, we could use this rather
than the MSE to obtain a shaped error to use in our distortion calculation.
But since the Q function is purely heuristic this is not possible. Therefore,
we attempted to apply some appropriate perceptually shaped weights to
the distortion function, which becomes a Weighted MSE (WMSE). Inspired
by the perceptual distortion measures proposed in [59] and [11] we propose
the following weights, which are derived from the same Mel-scale used in
creating the 32 feature vectors:
1 1

= JW; = ,i=1,...,32. 2.4
Z?ilwi ' BW; ( )

Wi

BW; is the bandwidth of the it" feature, i.e. the segment of the spectrum
which it represents. By providing weights that are proportionally inverse to
these bandwidths we give decreasing importance to higher frequency using
the well accepted Mel-scale as the weighting factor. When performing the
TD using this WMSE distortion measure, we obtained average PESQ scores
for the 10 test sentences, of 3.66 without embedded quantization and 3.62
with embedded quantization. The worst case PESQ score was 3.29 without
embedded quantization and 3.47 with embedded quantization. This shows
that by using a perceptually weighted distortion measure the performance
of the embedded quantization approaches that of the non embedded setup,
but since we there is no analytical formulation for the weighting achieved
by the IBM quantizer we cannot find a WMSE solution that perceptually
outperforms the results when using MSE without embedded quantization.

In Table 2.3, the advantages and disadvantages of each proposed ap-
proach are provided. Combining these considerations with the results shown
above we can choose the best performing algorithm for various target appli-
cations. While the Naive segmentation algorithm, with maximum segment
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length of 8 provides the highest PESQ score, it requires use of high order
polynomials, the highest order used being 6, which adds unacceptable com-
plexity to decoding which must be performed in real time. The reduced
polynomial order setup and short TD segment setup (also using reduced
polynomial orders - as described in 2.5.3) both provide good quality, with
the reduced polynomial order offering slightly better worst case PESQ score,
but very slightly lower average PESQ score. The short TD segment setup
has the added advantage of using shorter TD segments, which decreases the
probability of having to reconstruct many unneeded frames from neighbor-
ing speech segments that lie in a joint TD segment, when reconstruction
of a single speech segment is required. Assuming the criteria for choosing
the setup to use are the obtained perceptual speech quality (as measured
by PESQ), and the decoding complexity, which is the case in the IBM
TTS application, the short TD segments setup, which also uses reduced
polynomial orders, is recommended for recompression of the acoustic leaves.

Some more results and further discussion can be found in Chapter 5.

PROs CONs
Full Optimal under defined con- | High complexity encoding
straints
Red. Pol Ord Low complexity decoding Medium-High  complexity
encoding
Short TD seg Low complexity decoding Medium-High  complexity
encoding
Naive seg a (8) | Highest quality Uses some high order polyn-

mials (up to order 6)

Naive seg b (4) | Lowest encoding complexity | lower obtained quality than
alternative setups

quality

Fmbedded Q Reduces feature distortion; | Very high complexity en-
more methodically complete | coding; reduced perceptual

Table 2.3: Pros and Cons of the various Polynomial TD setups
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2.6 Summary

In this chapter we presented the Vectorial Polynomial TD approach to
acoustic leaf compression. We applied our algorithm to the super-segment
created by concatenating the speech segments in each acoustic leaf. For
each leaf, given a target distortion value, we performed optimal segmenta-
tion and polynomial order selection. Thus the trajectory of each parameter
in the vector, is modeled by a polynomial of an order that assures the ob-
tained distortion meets the target distortion. Although each parameter is
modeled by a separate trajectory, we enforce the same polynomial model
for all parameters in each TD segment, thus reverting to a vectorial TD
scheme. As the polynomials are represented by their samples, we perform
the sampling jointly along the vectors and thus are able to use the systems
original vector coding tools. We also presented an iterative algorithm that
enables automatic convergence to a target bit-rate or compression ratio, by
iterating over distortion values.

A number of candidate distortion functions were presented. We found
that using the MSE for each frame, calculated over the entire frequency
range, and limiting the maximum distortion obtained among all frames
in the TD segment, provided the best and most stable results, and was
therefore selected.

We described a number of possible algorithmic and implementation se-
tups, under various constraints. Results for the proposed setups were also
provided as well as the advantages and disadvantages of each setup. Some
more detailed results and further discussion will be provided in Chapter 5,
however from the above results it is already clear that the proposed algo-
rithm enables perceptually equivalent quality speech with a recompression
factor of 2.
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Chapter 3

Compression using 3D Shape
Adaptive DCT

3.1 Motivation

In order to reduce the CTTS footprint, we wish to compress the ampli-
tude parameters stored in the acoustic leaves. In the setup we used, each
acoustic leaf consists of 5-10 speech segments, with each segment containing
1-35 frames (with a median value of 2 frames). Each speech frame is repre-
sented by 32 amplitude parameters. Thus, we have a 3D data structure, as
illustrated in Fig. 3.1. In the previously proposed approach, based on Poly-
nomial Temporal Decomposition, the speech segments were concatenated
into one long super-segment, reducing the dimensionality to 2D.

In this chapter we explore an alternative approach, where the compres-
sion is performed directly on the 3D acoustic leaf. Thus, we hope to remove
not only the temporal redundancy between adjacent speech frames, but
also the redundancy between speech segments that belong to the same leaf,
and are expected to be similar. The Discrete Cosine Transform (DCT), an
energy preserving reversible transform, is widely adopted for redundancy
removal due to it’s energy compaction property and the fact that it is sep-
arable, real valued and easy to compute. Due to the variability in segment
lengths, in order to apply DCT to our 3D structure we must use a variation,
known as Shape Adaptive DCT (SADCT) which we will describe shortly.
After applying the transform we must perform quantization of the obtained
values in order to achieve compression. Since the obtained parameters do
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Figure 3.1: 3D structure of acoustic leaf

not lie in the same space as the original parameters, we cannot reuse the
existing quantizer. We will describe the quantizer design in the last part of
this chapter.

3.2 3D Shape Adaptive Discrete Cosine Trans-
form

The 3D Discrete Cosine Transform, or DCT, is defined by the following
equations:

8 NI bl (2n + 1)umw

F(u,v,w) = CuCyCy f(n,m,p) cos {}
NMP n=0 m=0 p=0 2N
(2m + 1)1)7?} {(2}9 + 1)w7r}
[ oM ¢ op @Y
Where,
o, —{ v =0 (3.2)
e 1,  otherwise. '

F(u,v,w) are the transform coefficients whose squared values represent the
energy present in the acoustic leaf at the corresponding 3D frequency. The
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inverse transform is defined as:

s ) = S oo Nil 1ple {(2n+1)u7r}
(n,m,p) = NarpCuCrCu uvwcosT

u=0 v=0 w=0
(2 1) 2 1
m —l— vw} cos {(p—iz_p)wﬂ (3.3)

Note that the these transforms are separable. The same result can be
obtained by first applying a 1D DCT along the first dimension, to obtain
Fi(u,m,p), then applying 1D transform to these values along the second
dimension to obtain F5(u,v,p), and finally applying a 1D DCT along the
third dimension to obtain F'(u,v,w).

The 2D SADCT, first proposed in [54], was originally developed for ef-
ficient coding of arbitrary shaped image segments in video. In [54] Sikora
and Makai also provide a statistical analysis showing that the energy com-
paction property of the DCT is retained in SADCT with a ’reasonable’
contour. In [35] Markman and Malah extended this concept to 3D SADCT
and applied it to hyperspectral image coding.

SADCT exploits the separability of the DCT transform, and applies
variable length basis functions to each row and column. The transform
applies to general contours, however our case is simpler as the variability,
in each leaf, is only in one dimension, which corresponds to the number of
frames per segment. Also, as opposed to the general case which requires
additional storage for the contour, our ’contour’ is well defined by the num-
ber of speech segments in the leaf (vertical dimension), and their lengths
(horizontal dimension), which are already stored in the leaf header.

The 2D SADCT, for an example block, is demonstrated in Fig. 3.2.
First, the data is aligned along the y axis and the appropriate length 1D
DCT is applied to each column. Then the results are aligned along the
x axis and the appropriate 1D DCT is applied to each row. The original
contour data is also required for reconstruction.

We apply the 3D SADCT to each acoustic leaf as illustrated in Fig. 3.3,
by performing required shifts (to eliminate "holes” ) and subsequent 1D DCT
transforms. The length of the basis functions used is adapted to the length
of the data in each column (segment number) or row (frame number) and
fixed to 32 for the depth dimension. This provides our 3D variable dimension
array of SADCT coefficients.
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Figure 3.2: 2D SADCT: Top illustrates DCT along columns, bottom
illustrates DCT along rows. Basis function lengths are adapted to data
length of each column or row.

3.3 Compacting Acoustic Leaf Energy using 3D-
SADCT

As explained above, the 3D SADCT is readily applied to the 3D acoustic
leaf structure. In order to evaluate the contribution of this transform in
removing redundances within the leaf, we evaluated the energy compaction
of the obtained coefficients. If we manage to concentrate the energy into
few, low frequency, coefficients, this indicates that we have done a good job
at removing redundancies and will be able to obtain compression.

The obtained energy compaction is illustrated in Fig. 3.4, for 670 sample
leafs, by displaying the ratio between the number of coefficients we must
retain in order to represent 90, 95 and 98 percent of the total energy, and the
original number of features in the leaf. This is shown for the original features
along with DCT and SADCT coefficients. The DCT is performed on the
bounding cube, with zero padding. Note that the higher the compaction the
lower this percent, or ratio, should be. From Fig. 3.4, it is clear the SADCT
substantially and consistently outperforms the other two representations
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Figure 3.3: 3D SADCT applied to a sample acoustic leaf. Shifting is
required only along the segment number dimension. The DCT Basis
function lengths are adapted to the length of each column (segment
number within leaf) or row (frame number within segment), and are fixed
at 32 for the depth (feature vector) dimension.
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in terms of energy compaction. Also, not surprisingly, we have an uphill
battle - the higher percent we wish to retain the more difficult it becomes.
It is interesting to note the points where the DCT graph rises above 1.
This is due to the fact that the artificial edge between the feature values
and the zeros in the bounding cube adds some high frequency elements to
the DCT coeflicients. Since the DCT coefficients are not zero outside the
feature support area, we may actually require more DCT coeflicients than
the original number of features to retain 90% or more of the total energy.

One last interesting point: It is apparent that when the features require
keeping of relatively more values (blue line goes up), the SADCT can man-
age with relatively less values (red line goes down). This is in accordance
with the theory (flat distribution means the energy is very spread in the
feature domain but highly concentrated in the DCT domain), and easy to
demonstrate on the extreme case: if all the feature values are identical we
require 95% of the values to keep 95% of the energy, while a single DC
coefficient holds all their energy in the DCT domain.

To summarize, it is apparent that 3D SADCT provides good energy com-
paction when applied to our acoustic leaves, which justifies further pursuit
of this approach.

3.4 Quantizer Design for 3D SADCT Coefficients

We have shown that 3D SADCT applies well to 3D acoustic leaves, and
assists in redundancy removal. However, to obtain compression, we must
develop an appropriate quantization scheme.

Our goal is to reach a recompression factor of 2 compared to the IBM
system we used, which applies an 86 bit vector quantizer to each 32 element
vector, i.e., about 2.6 bits per coefficient. This means our target is to
obtain a rate of about 1.3 bits per coeflicient, which is unattainable with
scalar quantization, even when using run-length encoding techniques. Thus
we pursue a vector quantization approach.

Previous works in the area propose a variety of approaches. In [53], a
framework for bit allocation in a multi quantizer setup is proposed. As-
suming a pre-known split of the data between quantizers, for instance in
sub-band coding, they propose a method of allocating the bits between the
quantizers finding the allocation that yields minimum distortion. We cannot
use this approach since we do not know how to split the data in advance,
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and also do not have a closed form distortion function, required for this
algorithm, since we wish to minimize perceptual error in the reconstructed
speech and not just the DCT coefficient MSE or a similar distortion. In [7]
an optimum transform domain split vector quantization method is devel-
oped, and both an optimal and sub-optimal fast approach to finding the
optimal vector split points are presented. However, assumptions are made
regarding the source statistics that do not apply to our case, and the algo-
rithm is also not easily adapted to the varying dimensionality of our data.
In [35], where quantization of 3D DCT coefficient arrays is required, two
approaches are presented. In the first a 3D quantization matrix is applied
and then the coefficients are coded in a run-length scheme. Alternatively,
the 3D coefficients are scanned into a single vector of increasing frequency
coefficients and quantized with a split VQ approach using heuristically de-
termined splitting points. A Matrix quantization approach, such as the one
used in [60], is difficult to apply here due to the varying dimensions.

We opted to pursue a methodical split VQ approach, which requires
solving the following problems:

1. Finding a method for splitting the 3D structures into ”manageable”
sub-units.

2. Performing Allocation of bits to the various units.

3. Designing a vector quantizer for each unit.

We found that the best results were obtained by performing the splitting
and bit allocation jointly, as we describe in the following sub-section. We
will then address the issue of the Vector Quantizer design.

All the quantizer training procedures were performed on the full leaf
database which was provided by IBM, containing 23,263 acoustic leaves.
This was done to avoid over-fitting to the 1,661 leaves used to create the 10
evaluation sentences.

3.4.1 Bit Allocation and Splitting Algorithm

The data we wish to code is a set of 3D coefficient arrays, one for each
acoustic leaf, with indices u, v, w, where u = 1, ..., U and U is the number of
segments in the current leaf; v = 1,...,V and V is a given segment length,
and w =1, ..., W where W is the number of parameters per frame, which in
our setup is constant at 32, as demonstrated for a sample leaf in Fig. 3.3.

40



We perform the splitting and bit allocation in two stages. First, we
ignore the w index, and split the {u, v} indices into M groups, and determine
the bit allocation for each group. Then for each of the M groups, we find an
optimal splitting and bit allocation along the {w} index. In both stages, the
DC coefficient is treated separately from the remaining AC coefficients, as
its behavior under quantization is different. We now present a methodical
splitting and bit allocation algorithm, which will be applied twice - with
slight variations, once for each stage.

In both stages, the bit allocation will be performed using a variant of
following, well known, formula ( [18] Chapt. 8):
Y 1 2 1 W2
Ript — Ravg + - 10g2 0-711 —|— - 10g2 —Zl (34)
2 I 2\71 2 I W2 T
=1 Uj) ( 7=2 j)

Where: Rg,, is the average bit allocation per element, o; is the (pre-known)
standard deviation of the i*" data element and W; are weights used for
quantization error shaping.

In the first stage we have a 2D array with indices u, v, which we wish to
divide into M groups, so that each group comprises a set of {u, v} pairs. We
found that M =5, i.e., one DC and 4 AC groups, provided a good working
point. The first group consists of the DC element only, i.e. v = 1;v =1, and
receives an empirical allocation of 50 bits, for each vector of 32 elements. In
order to use the above bit allocation formula, some data statistics must be
gathered. To obtain robust statistics, despite the varying dimensionality of
each leaf, i.e., varying segment lengths and varying number of segments per
leaf, we compose two 2D arrays: STD,, holding the standard deviation of
the coefficient vectors with indices {u,v}, and N, , which holds the total
number of vectors that exist in the transformed database with indices {u, v}.
For instance, for {u = 1,v = 1}, every acoustic leaf has a representative
vector so N1 1 = 23263, the total number of leaves in the database used;
whereas, for instance, Nig4 = 326, since only 326 leaves have non zero
vectors with {u = 10,v = 4}. The full N matrix for our database is provided
in Fig. 3.5.

Next, we need to calculate an average bit rate that will result in our
target bit-rate of 43 bits per vector. Due to the varying dimensionality
between leafs, i.e., the varying number of segments and speech segment
lengths, this becomes non-trivial. To understand this, imagine the following
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1 2 3 4 5 6 7 8 9 10 |11 )12 |13 | 14
1 123263 (22007 | 16983 | 10703 | 6653 | 4312|2066 |2197 | 1618|1192 | 848 | 508 [ 418|286
2 23263 | 20684 | 13691 | 7383 4103 | 2544|1779 | 1244 | 850 | 574 |379 244 | 168 | 118
3 | 2326319389 11215 5484 | 2081 | 1833|1262 | 846 | 551 | 356 |221 161|105 72
4 | 23263 | 18095 | 9150 | 4159 |2267|1425| 962 | 620 | 375 | 240 [153 103 | 67 | 48
5 |23263 | 15777 | 6846 | 3045 | 1681|1063 | 688 | 425 | 240 | 158 |104| 67 | 43 | 30
6 | 8759 | 6080 | 3081 | 1593 | 925 | 596 | 370 | 231 | 131 | 87 |55 |36 |24 | 14
7 | 6028 [ 4104 | 2119 | 1156 | 704 | 427 | 252 | 148 | 95 61 |34 )20 )12 5
8 | 4590 | 2978 | 1430 | 814 | 506 | 299 | 171 | 104 | 63 40 [23 |13 | 5 2
9 | 3645 | 2157 | 964 545 | 332 | 176 | 104 | 63 33 20 | 15| 8 5 2
10| 2822 | 1406 | 573 326 | 176 | 91 44 | 22 11 6 5 1 1 0
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1 |198)145|114|88|60[44)35(27|22|18(14|/10| 8 |6 |6 |6 |4 (4|2 |2]|1
2176 |52 |34 272216139 |9 (4|3 ]2 ]2]|2[1]|]0]|0]JOjO]O]O
3 |47 |33 |24 |17)15)]111 9|6 |44 ]|3]2]0|0[0]j0O]|0O]JO]JO]O]O
4 33|23 |16 |10)|8)63[3|2]|1]0]J0O]JO|O[O]O]O]JO]O]O]O
S|22 |13 6 |6|4]313]1|]0]0]J0O]JO]|O|0O]|O]|O]|0O]JO]O]O]O
6| 7 |3 1 |/1j1j1p0j0|0OfjOJjO|OfJOjJOjO|O|JO]J]OJO]0O]O
71 2 2/0]0|jOJOj)O]JO|0O]J]O|O|JO]JOJO]JO]JO]J]O|O]OJO]O
8] 2 1 o0;j0jojojojojojojojofojojojojojojojojo
9| 2 oJo|]o|jOJOjO]JOf0O]O|O|JO]JO]JO]JO]JO]O|O]O]JO]O
wjojo|o0ojojojojoj0oj0]O|0O|0O]JO|J0OJ0O]JO]J]O|O]OJ0O]O

Figure 3.5: The number of elements for each {i,j} in the full database

example. Say that with our allocation of 43 bits per vector we use 53 bits
for the 10 lowest frequency coefficient vectors and 33 bits for the remaining
coefficient vectors. This will not result in an average of 43 bits per vector
since there are more low frequency coefficients in the database than high
frequency ones. Therefore, we use an iterative process, which given a target
bit-rate (43), proposes an average bit allocation value: (Rgug):, where ¢ is
the current iteration number, and finds the corresponding bit allocation and
splitting scheme as described next. Then, the actual average obtained bit-
rate (per vector) is calculated, using N, ,, and the average bit allocation is
modified appropriately. The iterations continue until the obtained average
bit-rate is within the allowed tolerance of the target bit-rate, i.e., 43 bits
per vector.

Each iteration of the algorithm, used for the first stage splitting and bit
allocation, is as follows:
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Using (Rgyg): perform bit allocation for each {u,v} using 3.4:
1 62 1 w2
(R?ﬁ)t = (Ravg)t + 5 10g2 % + § 10g2 % (3-5)
~9 \@ Q
(Hp,q U%,q) (Hp,q Wp%q)

Where: Wy, = u—iv are weights that prioritize low frequency coefficients,
Q is the number of non DC combinations of {p, ¢} for which N, , > 0, and
&u,v = STDU,U : Nu,v-

The DC component, F1 1, is classified as the first group, and as previ-
ously mentioned, receives 50 bits for its 32 elements. Then the remaining
bit-allocation values, one for each {u,v} pair, are clustered into M — 1
groups, using a simple clustering algorithm with Euclidean distance. The
bit allocation for each group is then the centroid of the corresponding clus-
ter. The obtained bit-rate is calculated, and if needed Ry, is corrected and
the next iteration begins. This continues until the target bit-rate is reached.

If the segment reordering proposed in Chapter 4 (MBOrd) is used, this
process is performed once on the leaves in their original order. Then the
groups found are used to calculate the cost of each proposed order as given
by Equation 4.3. Then the splitting and bit allocation is performed again
using the reordered leaves.

This algorithm results in M groups of vectors, and a target bit allocation
for each group, R(m). The bit allocation per {u,v} pair, obtained on our
database, with and without the proposed reordering are shown in Fig. 3.6.

Now, for each group, we find a splitting scheme and bit allocation along
the w dimension, where w = 1, ..., 32, using the same algorithm with slight
variations. Since the data is now 1D and with constant length, the algorithm
is more straightforward. Again, we begin by allocating bits to the first, DC
element. The DC element F(1,1,1), i.e, DC in all dimensions, receives a bit
allocation of Rpc(1) = 8 bits. The bit allocation for the DC element of
group m for m = 2,..., M is: Rpc(m) = 8- %. Once the DC elements
have an allocation we proceed to perform the splitting and bit allocation for
the remaining 31 AC coefficients in each of the M groups. For each group,
the standard deviation of each vector element is calculated, using only the

elements that belong to that group. Then, for each group we perform an
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allocation of bits among the 31 non DC elements in the vector using:

1
RP' = Ryyg + = logy ——2—— + = log, — (3.6)

with Ry, = 2m=fioclm) yy 1y — 9 32,

The 31 AC bit allocation values are clustered using an iterative clustering
algorithm, under the constraint that no sub-vector shall have more than 8
elements. This constraint is required to limit the size of the resulting code
books so that their total footprint is no larger than the footprint of the
code books in the IBM system we used. The iterative clustering starts with
two clusters, then in each iteration one cluster is added and the values are
re-clustered. This continues until the largest cluster has no more than 8
elements. Then the bit allocation for each sub-vector is the rounded sum of
the allocations of its elements.

This entire process results in 5 sets of split locations and bit allocations,
one for each group. Fig. 3.7 describes for each of the 5 groups, the elements
belonging to each of the obtained sub-vectors, the sub-vector lengths and
bit allocations. (Sub vectors with more than 8 elements are allowed only if
they are represented by 0 bits, i.e., not coded). Results are provided both
with and without applying the proposed segment ordering - and are very
similar.

As we have shown, the proposed methodical splitting and bit allocation
algorithm can be used for both fixed length data (vectors of length 32)
and 2D data with variable lengths. It may thus be applied to a variety of
qunatizer design problems, including but not limited to split VQ quantizer
design.

The next stage is to design the VQ codebooks for each sub-vector, as
described in the following sub-section.

3.4.2 VQ Design

Once the data is divided into sub units and each unit, i.e., a sub-set of coef-
ficients, has a known bit-allocation, finding the optimal quantizer becomes
a well defined problem with known solutions. We chose to adopt the classic
LBG approach, presented in [31]. Using an iterative approach we find the
best clustering given the cluster centroids, and find the updated centroids

44



I |2 1314151617189 1011 ])i2])13] 14....end
501 46| 46§42 42]1420839139]39]139]39]32]32
46 |1 46 1421421391391 39]139)132]32]132]32]32
46 1 46 1 42 §139139]39)32]32]32]32]32]32] 32| IfN(Lj)>0:
46 § 4214233913932 32]132]32]32]132]32]32 32

46 § 4213913901 32]32)32])32]32]32]32] 32] 32| Otherwise:
42142139 32)132)132]132])32]32]132]32]32]32 0

42139139932 132]3232]132]32]32]32]32]32
42139132 ]132132]32]32]132]32]32]32]32]32
42 §139)132]132132]32]32]132]32]32]32]32]32
42139132 ]132)132]32)32]132]32]32132101]0

A=) (oGl RNE (o RS0 0 BN REN) LS) Lo

~
S

I 21314151617 1819 i0)11])i2])13 14... end
501 46| 461 42]42]142139]139]139]139]39]33]33
46 1 46 1421421391391 39133]33]33]33]33]33
46 1 46 1 421391391 39)33]33]33]33]33]33] 33]IfN(j)>0:
46 1 421 429839139133 ]33]33]33]33]33]33]33 33

46 1 421391391 33]33]33])33]33]33]33]33] 33] Otherwise:
42142139133 133133]33]33]33]33]33]33]33 0

424139139133 133133]33]33]33]33]33]33]33
42 4139133133 133133]33]33]33]33]33]33]33
42 139133133133 }133]33]33]33]33]33]233]33
39 139033133133 133]33133]33133133J0]060

Ol IN|IN N ]w N~

~
=

Figure 3.6: Splitting of 3D SADCT coefficients into M = 5 groups and
corresponding bit allocations for the case without reordering (Top) and
with reordering algorithm described in Chapter 4 - MBOrd (Bottom).
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Figure 3.7: Vector split and bit allocation for each SADCT coefficient
group for the case without reordering (Top) and with MBOrd (Bottom).
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for the clusters. In each iteration the number of clusters is doubled until
we reach the target number of clusters according to the bit allocation. For
each sub-vector of each group, we use as a training set all the associated sub
vectors, and create the corresponding code-book. As mentioned above, we
limit the size of the largest cluster, or longest sub-vector, to no more than
8 elements, in order to verify that the collective footprint of the proposed
codebooks does not exceed that of the IBM codebooks. Thus, we obtained
a set of codebooks, as described by the tables in 3.6, with a total footprint
of 6.44 Kbits for the case without reordering, and 6.47 Kbits when using
MBord, compared to 17.1 Kbits in the IBM system we used.

3.5 Summary

In this chapter we presented a SADCT based approach to compression of
acoustic leaf parameters. The underlying theory of SADCT was presented,
and demonstrated for the both the 2D and 3D cases (Fig. 3.2 and 3.3). We
showed that good energy compaction of the acoustic leaf data can be ob-
tained using 3D SADCT. We addressed the issue of coefficient quantization
and presented a methodical bit allocation and splitting approach. The bit
allocation scheme uses two variants of the bit allocation in Equation 3.4.
First we perform the bit allocation for each {u, v} pair, which represent the
frame and segment numbers within the acoustic leaf, using Equation 3.5.
Then these allocation values are clustered, providing a split of {u, v} pairs
into M groups. Then for each group, bit allocation using Equation 3.5 is
performed along the 32 element feature vectors of each of the M groups,
and these values are clustered to obtain a split-VQ scheme for the vectors
in each group. A VQ is then designed for each sub-vector in each group, us-
ing the well-known LBG algorithm [31]. This entire procedure is performed
using the complete database of the IBM CTTS system provided, to avoid
over-fitting, and then evaluated on the 10 test sentences. As we will show
in Chapter 5, this algorithm provides perceptually equivalent speech with a
x2 re-compression ratio.
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Chapter 4

Segment Reordering

4.1 Motivation

As previously explained, the CTTS pre-selected database contains many
acoustic leaves, each containing up to ten segments with one or more frames
of spectral parameters. The original order of the segments in the leaf has
no significance. Since we wish to compress the segments jointly, their order
is relevant to the overall performance. In the vectorial polynomial TD ap-
proach, we concatenate the speech segments into one super-segment which is
then fed to the algorithm. The order of the segment will affect the smooth-
ness of the super-segment. In the 3D SADCT approach, the order of the
segments with affect the results of the transform in the vertical direction.
Therefore, prior to applying either compression algorithm, we must address
the challenge of finding an optimal segment ordering.

First we must define a cost function, assigning a cost to each possible
order, such as the degree of discontinuity at adjacent segment joints. Then,
we need to seek a method to find the order that minimizes this cost.

This is actually a form of the renown Traveling Salesperson Problem
(TSP), from the realm of Combinatorial Optimization [20]. We will describe
some possible solutions to this problem and their applicability to optimal
ordering.

We note that a trellis, or Viterbi, based approach is not applicable here.
The requirement that the optimal path through the trellis contain the opti-
mal sub-paths doesn’t hold. Since each segment can be selected only once,
when advancing through the trellis previous decisions affect the available
options, which is inconsistent with Viterbi optimization requirements.
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4.2 Cost Function

In order to determine the best order, we must first define a cost function
that can be evaluated for each proposed order. The ordering algorithm
will then seek to minimize this function. We will suggest a corresponding
cost function for each of the (re)compression approaches: Polynomial TD
which requires smoothness at segment joints, and SADCT which requires
maximum energy compaction after applying the transform.

4.2.1 Polynomial TD Cost Function

A simple measure of ensuring smoothness of the re-ordered leaf could be ob-
tained by minimizing the sum of Euclidean distances at each of the segment
joints. However, since the algorithm’s goal is to pass a polynomial through
the parameter trajectories, our goal is actually to find a segment order so
that when they are concatenated they can be easily fitted with a low order
polynomial. Therefore we must also take into account the discontinuity in
the derivative at the joints. We evaluated a number of such costs based on
the degree of discontinuity and derivative discontinuities as segment joints.

We also examined an alternative smoothness measure that was found
by fitting the re-ordered data with a N** order polynomial (N=1,2,3 or 4
were checked) and defining the cost as the mean square distance between
the polynomial and the actual data points.

These costs were all evaluated in two setups: calculated only for the first
feature of the 32 element parameter vector - for simplicity, or calculated and
averaged over all 32 features.

All proposed cost function were evaluated within a simple compression
setup. The different approaches gave very similar results, providing a minor
improvement in overall algorithm performance when comparing to the case
with no reordering. The similarity in the results of the different approaches
is probably due to the fact that for the most part they all provided a ”sen-
sible” ordering solution - with many of the abrupt discontinuities appearing
within the segments.

The selected cost was the distance of the actual values from a second
order polynomial passed through them, evaluated over all 32 elements of
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the vector, for each of the N frames in the leaf:

32 N
costTp = Z wiZ(actualValn,i — polynorm‘alValn,i)2 (4.1)
i=1 n=1
t
w; = 7 (4.2)

1

The weighting scheme prioritizes the lower frequency parameters, as they are
perpetually more important. The constant is selected so that the obtained
cost values of the various approaches are of the same order of magnitude.

Simulations showed this cost function provided a very slight improve-
ment over the other methods. Note that the complexity is not of great
concern as the ordering is performed once, off-line, and then can be kept
per leaf, for use in evaluating various coding setups.

4.2.2 SADCT Cost Function

For our second compression approach we wish to obtain maximum energy
compaction after performing the transform. As a first stage, where we eval-
uated the contribution of optimal reordering for SADCT coefficient energy
compaction, we used a cost function that estimates the compaction obtained
for a given order. Since the transform complexity is relatively low, we per-
form the SADCT for each evaluated order and calculate the cost based on
the number of coefficients that contain 95% of the total leaf energy. The
results provided later in this chapter were obtained using this cost function.

In our proposed SADCT based algorithm, the leaf data is split into M
groups, { G, }M_,, of varying bit-rates, as we have described in Chapter 3.
Our goal is to contain as much of the leaf energy as possible in Gs, the
lowest non-DC frequency group. Therefore we defined the reordering cost
function, used for the proposed recompression algorithm as:

Z:{u,v}e G- 23}2:1 FS,U,w

- 32 2
Z{U,U}E GQYHJM Zw:l Fu,v,w

C=1 (4.3)

Where F, , . are the 3D SADCT coefficient values. All the results of the
proposed SADCT based algorithm with reordering, provided in the Chap-
ters 4 and 6, were obtained using this cost function.
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4.3 Examined Reordering Approaches

The most straightforward method of finding the optimal order, is to perform
an exhaustive search over all possible orders and select the order resulting in
the lowest cost. While this is possible for the smaller leaves, containing seven
segments or less, it becomes too cumbersome for the larger leaves. Leaves
with 10 segments would require evaluation of over 3.6 million candidate
orderings. Therefore we require a faster algorithm for finding the segment
ordering with the lowest cost, for large leaves.

We begin by examining a number of previously proposed approaches for
finding the optimal order among data units.

In [61] Zeger and Gersho seek an optimal ordering of a vector quanti-
zation codebook for transmission of its indices over a noisy channel. The
underlying assumption is that the bits representing the codebook entry suf-
fer from noise and the codebook vectors should be ordered in such a way
that the distortion added by the erroneous reconstruction is minimal. An
appropriate cost function is defined and the Binary Switching Algorithm
(BSA) is introduced to find the optimal order. In BSA we begin with a
random ordering and define C' as a cost function for a given ordering. We
randomly switch two entries and check if C' is reduced. If so, keep the switch
- otherwise, discard it. This continues until C' reaches the required mini-
mum or no more ’‘successful’ switches can be found. The BSA algorithm
outline is as follows:

1. Select an initial order, and set C,,;;, to its cost.

2. Perform a random switch between two elements.

3. Calculate the new cost C,,.

4. TIF C), < Cyin then Chy = Cp and the switch is accepted.

5. IF not converged AND maximum number of iterations not reached:
GOTO 2.

6. END.

Zeger and Gersho also propose to enhance this basic BSA by selecting a
‘clever’ non-random starting point, or choosing various random starting
points and selecting the best result. Also, upon convergence to the minimum
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cost (local minima) they propose to perform some random perturbations
and check if the cost is reduced. If so the iterative process is resumed.

In [39] and [38] Memon et al. solve a similar problem of optimal color
ordering for improved predictive coding. Three approaches are examined:

1. Sorting color indices in lexicographic order.

2. A pair-wise merging algorithm. This algorithm attempts to find an
optimal ordering by sequentially merging pairs of ordered color sets
until all colors have been merged.

3. A Simulated Annealing approach - a detailed description of which is
provided below.

In [55] Spira addressed the problem of adapting images to color limited
displays. One of the stages to achieve this goal was to reorder the color in-
dices, so that correlation between adjacent pixels in the image is maximized
and quantization error resulting in selecting a neighboring color is mini-
mized. This required finding an optimal color-ordering. Several approaches
examined, that do not extend to our problem setup, include projections of
three dimension color space to the one-dimensional color index space where
the distances are then minimized, selection of color orders according to the
LBG trees used for their compression, and partitioning of the 3D color space
into sub-cubes using Hilbert scan. In addition classic TSP solution methods
- Farthest Insertion Algorithm (FIA) and the dual Nearest Insertion Algo-
rithm (NIA) [30] were examined. However, FIA and NIA require a cost
function for which the triangle inequality holds, which isn’t the case in our
problem setup. Spira also examined the use of BSA for optimal ordering and
offered to improve on it by allowing for reordering by performing a random
'move’ rather than a random ’switch’. This allows for greater flexibility in
obtained orders, and is illustrated in Fig. 4.1. This method achieved good
results, but had very high complexity when implemented on the 256 color
indices of the color table.

Thus, from the above prior works, the two methods that appear relevant
to our ordering problem are the improved BSA, proposed by Spira, and the
Simulated Annealing approach which is described next.

Simulated annealing (SA) [28] is a generic probabilistic meta-algorithm
for global optimization problems, namely locating a good approximation to
the global optimum of a given function in a large search space.
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W,

Figure 4.1: Illustration of random perturbations for the Binary Switching
Algorithm. Left: ”switch” ; Right: ”move”

Our problem, optimal segment ordering, is a classic combinatorial opti-
mization problem often solved by the SA approach. The idea of SA is to
mimic the behavior of atoms in a slow cooling process which brings them to
organize themselves in a structure with minimal energy. To apply SA, an
‘energy’ function must be defined as well as a cooling schedule. The idea
is that, in a fashion similar to the atomic behavior, pseudo-random moves
are made such that overall, if the cooling is performed correctly, the system
converges into its lowest energy state.

In SA a random change is accepted not only if the cost function is
reduced, but at a certain probability even if it increases. This probability is
dependent on the cost increase and the current temperature. If the cooling
is instantaneous, i.e., zero temperature, the SA is essentially identical to the
BSA algorithm, where only ”good” changes are accepted.

The SA may be performed using a Metropolis Monte Carlo algorithm,
originally proposed in [40], to investigate equations of state for substances
consisting of interacting individual molecules. The Metropolis algorithm
has since been widely adopted as a solution to a range of probabilistic prob-
lems, such as obtaining a sequence of random samples from a probability
distribution.

In addition to applying the Metropolis algorithm, Kirkpatrick, in [28],
describes methods to perform the random changes and select and apply a
cooling schedule. Application of the proposed SA to a variety of problems
is then described, as well of the importance of selecting a successful cooling
schedule to obtain convergence.
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We chose to examine the BSA, improved BSA and SA algorithms for
our segment reordering problem. We performed a performance compari-
son when adjusting several parameters such as using ’switch’ vs. ’'move’
for the random perturbations (as illustrated in 4.1), using different initial
setups (random or sorted by length) and for SA - various candidate cooling
schedules.

When comparing the 'move’ vs. ’switch’ perturbations, we found that
for both BSA and SA the 'move’ approach provided slightly better results,
and thus was adopted.

Since we perform the ordering offline, we may chose the global minima
over all iterations, rather than the last obtained value, as done in Real-Time
applications. Thus, the cooling schedule or initial setup did not really affect
our result, as long as enough iterations were performed (5000). Therefore,
rather than concerning ourselves with finding appropriate cooling schedules,
we simply apply a Metropolis based algorithm, using a single pre-selected
temperature. The proposed Metropolis Based Ordering Algorithm, which
we name MBOrd, can be viewed as a single level of the SA algorithm, at a
single point of the cooling schedule. Alternatively, it can be viewed as an
extended BSA algorithm. In MBOrd, as in BSA and SA, "good moves”,
i.e., moves that cause a decrease in the cost function are always accepted.
As in SA, ”bad moves” are accepted at a probability which depends on
the amount of increase in the cost function. However, this probability does
not converge to zero over time as in SA, due to the usage of a constant
‘temperature’.

4.4 Proposed Ordering Algorithm

For small leaves, i.e. containing 7 segments or less, a full search over all pos-
sible orders is performed, and the ordering with the lowest cost is selected.
For 7 segments 5,040 orderings must be checked, however for 8 segment this
grows to an unacceptable value of over 40,000 candidate orderings, which
is why we require a sub-optimal, non-exhaustive, approach. As explained
above, after examining possible approaches we opted for a Metropolis Based
Algorithm, using a "move” random change generator. We will now describe
the proposed algorithm.

Given an initial order (the original order in the acoustic leaf), a cost
function which we wish to minimize and a ”Perturbation Generator”, a
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unit which enables random order changes (either a random segment move
or a random switch between two segments), the algorithm outline is:

1. Initialize: set initial order, and set T to desired temperature.
2. Calculate current cost, C.

3. Perform a random move, and calculate the new cost Cnew, and the
difference AC' = Cnew — C.

4. If AC < 0 keep the move.

5.1f AC > 0 and e 7= > rand(0,1) also keep the move. [i.e. at a
probability that depends on the increase in the cost function, the
temperature and the random variable rand(0,1), keep ”bad moves”].

6. If termination condition reached: STOP, else: GOTO 2.

Termination condition in our case is simply defined by reaching the max-
imum number of iterations allowed (set to 5000, which is about the same
number of iterations required for optimal ordering of leaves with 7 seg-
ments). The appropriate temperature was found for the TD and SADCT
setups separately. Note, that the lower the temperature used, the closer we
are to a BSA solution since increases in the cost function are accepted with
very low probability. On the other hand, using a high temperature causes
the algorithm to be pseudo random, accepting almost any new ordering
and evaluating a large number of random orders to find the best ordering
among them. For each the proposed algorithms, we performed temperature
tuning by performing ordering with a range of temperatures, and selecting
the temperature that provided the best overall result, i.e the lowest cost
on average among all leaves. For the TD algorithm T=0.01 gave the best
results. For the SADCT algorithm T=10 provided the lowest overall cost.
This high temperature essentially indicates that we examine a large number
of pseudo-random setups and choose the one with the lowest cost.

To demonstrate the search for the cost global minima using MBOrd, we
show in Fig. 4.2, the obtained TD cost for each ”accepted” ordering during
the iterative process, for both MBOrd and BSA, for one example acoustic
leaf. MBOrd was performed using a constant temperature of T=0.01. Note
that BSA performance is monotone, since only ”good” changes are accepted,
while the MBOrd accepts both good and bad changes, which results in many
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Figure 4.2: TD Costs obtained by MBOrd and BSA: Comparison between

the proposed Metropolis Based Sorting Algorithm (MBOrd) and BSA for

a single leaf with 5000 iterations and T=0.01. Note the global minimum of

the MBOrd is 3.728, vs. 3.809 for BSA. The BSA line is shorter since less
changes are accepted.

more ”accepted” points. Since we don’t use a cooling schedule, but rather
a constant temperature, we do not obtain a gradual convergence, but do
obtain a better global minima - for this example: 3.728 with MBOrd, vs.
3.809 using BSA.

Using MBOrd and the selected cost functions for TD and SADCT re-
spectively, Figures 4.3 and 4.4 demonstrate the performance obtained for
50 examined leaves. For TD we show the decrease in Mean Squared Error
of the reconstructed signal, when compressed to 50% using second order
polynomials to represent every six frames (i.e. Polynomial TD with fixed
segmentation and polynomial order selection). For SADCT we show the de-
crease in percent of coefficients that hold 95% of the total energy, as a result
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of naive ordering - according to segment length, and MBOrd based ordering.

Mean Squared Error for 50% compression
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Figure 4.3: TD - Optimal Ordering performance: Mean Squared Error of
the reconstructed parameters, after performing Temporal Decomposition,
with and without MBOrd reordering.
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Figure 4.4: SADCT - Optimal Ordering performance: Percentage of
SADCT coefficients that hold 90% of the total leaf energy, shown when
ordering speech segments according to their original order, sorted
according to length and with MBOrd.

4.5 Conclusions

In this chapter we addressed the issue of finding an optimal segment or-
dering, prior to applying one of the two proposed compression algorithms,
polynomial TD or SADCT. We defined appropriate cost functions for each
of the algorithms, which indicate how good a given order is. Since the re-
ordering is performed once, offline, we allow for exhaustive search for the
optimal order in leaves containing 7 segments or less. For larger leaves we
proposed a Metropolis Based Ordering Algorithm (MBOrd), i.e., performing
random moves and accepting good moves, but also bad moves at a certain
probability. The selected order is the one that provided the lowest cost out
of all the orders examined in the 5000 MBOrd iterations. We showed that
using this approach we obtained orderings that provided a minor gain in

58



evaluated criteria such as Mean Squared Error of the reconstructed parame-
ters of the polynomial TD and coefficient energy concentration for SADCT,
compared to the case of no reordering. As we will show in Chapter 5 , the
optimal ordering had less of an impact on the obtained speech quality than
expected. We will elaborate on this and the underlying reasons when we
present the experimental results.
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Chapter 5

Experimental Results

In this chapter we will present the experimental results of compression of
the IBM TTS acoustic leaves, using the algorithms described in the preced-
ing three chapters, namely polynomial Temporal decomposition, 3D Shape
adaptive DCT and Metropolis Based Sorting Algorithm.

5.1 Testing setup

All evaluations were performed on a database of acoustic leaves, used in the
IBM low footprint TTS [8]. These leaves have undergone pre-selection so
that each acoustic leaf in the test database consists of 5-10 speech segments.
10 sample sentences were used, along with the 1661 leaves that are used
to create them. The statistics of these leaves are illustrated in Fig. 5.1.
Note the majority of very short speech segments which required the use of
an acoustic leaf compression approach rather than a segment by segment
approach.

The quantizer training for the SADCT quantizers, was performed on
the full acoustic leaf database, comprising 23263 acoustic leaves with the
statistical characteristics described by Fig. 5.2.

Since our target was reducing the footprint or required storage of the
acoustic leaf database, without perceptually affecting obtained speech qual-
ity, we use the standardized PESQ [22] - Perceptual Evaluation of Speech
Quality, to quantify the perceptual distortion. Given the imperfect quality
if the 'original’ T'TS output, a PESQ score of 3.7 and above has been found
to represent speech which is perceptually indistinguishable in listening tests.
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Figure 5.1: Statistics of acoustic leaf database used for testing. Top left:
Number of speech segments per acoustic leaf (average: 6.86, median:6).
Top right: Number of frames per speech segment (average: 3.01, median:
2). Bottom: Number of frames per acoustic leaf(average: 20.6, median: 15)
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Figure 5.2: Statistics of the full acoustic leaf database, used for quantizer
design. Top left: Number of speech segments per acoustic leaf (average:
6.11, median:5). Top right: Number of frames per speech segment
(average: 2.93, median: 2). Bottom: Number of frames per acoustic
leaf(average: 17.9, median: 14)
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5.2 Polynomial Temporal Decomposition

As described in Chapt. 2, a number of polynomial TD setups were evaluated
and a performance comparison was performed. The conclusion was that
using jointly optimal segmentation and polynomial order selection along
with optimal reordering provided the best overall results.

In Tab. 5.1 we compare the results obtained for the proposed polynomial
TD with and without applying optimal ordering, for maximum polynomial
orders of 4 and 1 (reduced polynomial order setup). As can be seen, optimal
ordering offers a slight average improvement only for the low polynomial
order setup, where most TD segments are short and therefore rarely span
across speech segments, and a slightly more significant improvement in the
'full” setup. Note that the worst-case performance (in bold) is consistently
improved with use of reordering. Since the ordering increases only encoding
complexity, which is performed offline, it may be used despite the minor
performance gain.

The reason that the reduced polynomial order slightly outperforms the
'full setup’, although we might have expected the opposite, lies in the fact
that the overhead required to represent the TD segment information is
decreased by 2 bits. Add to this the fact fact that in the ’full’ setup,
even though there is an inherent preference for long TD segments with
high order polynomials, as this reduces relative overhead, the vast majority
of TD segments are chosen to be short with low polynomial orders, as
demonstrated in Fig, 5.3 and Tab. 5.2. This means our data is well matched
with low order polynomials, if the segmentation is performed wisely, thus
the reason for the improved performance of the reduced polynomial order,
with lower overhead, becomes apparent.

To summarize, the Vectorial Polynomial TD approach, using optimal
reordering performed with the proposed MBOrd, and limiting polynomial
orders to 0,1, provides perceptually equivalent duality synthesized speech
while reducing the storage required for the amplitudes of the acoustic leaf
parameters by a factor of 2.

5.3 Shape Adaptive DCT

The PESQ results of the proposed 3D SADCT based algorithm on the
10 sample sentences as well a a summary of these results are provided
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S1

52

S3 | 5S4

S5

S6

S7

S8

S9

S10

Avg.

Full no REO | 3.56

3.46

3.61| 3.51

3.62| 3.63

3.52

3.45

3.64

3.46

3.55

Reduced PO | 3.60
no REO

3.39

3.821 3.56

3.66 | 3.71

3.89

3.57

3.68

3.70

3.66

Full w. REO | 3.74

3.76

3.60| 3.49

3.49| 3.91

3.95

3.56

3.63

3.53

3.67

Reduced PO | 3.72
w. REO

3.54

3.70| 3.55

3.64| 3.72

4.04

3.51

3.81

3.65

3.69

Table 5.1: PESQ results for the Full and Reduced Polynomial Order
setups of the Polynomial TD based compression - with and without

reordering (REO). Worst case score for each setup is emphasized.

Selected pol. order 0 1 2 3
Full setup 3581 | 1934 | 1195 | 658 | 539
Reduced PO. setup | 5180 | 5655 - -

Table 5.2: Polynomial orders selected by the Polynomial TD algorithm for
the 'full’ and reduced polinomial order setups

TD Segment Lengths
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Reduced Polynomial Orders
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Figure 5.3: Distribution of selected TD segment lengths. Left: Full setup,

Right: Reduced polynomial order setup.)
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in Table 5.3 and 5.4 respectivley. These results were obtained for a re-
compression factor of x2 (43 bits on average per 32 element vectors) and
are shown for the case with and without reordering.

S1 |S2 | S3 | S4 | S5 | S6 |S7 | S8 [S9 | S10

3D SADCT 4.17| 4.09| 3.59| 4.07| 3.72| 3.53| 3.99| 3.80| 3.81| 3.63

3D SADCTHREO | 3.73| 3.93| 3.75| 4.04| 3.78| 3.75| 4.03| 4.00| 3.88| 3.65

Table 5.3: PESQ results for the proposed 3D SADCT algorithm for the 10
test sentences

Avg. PESQ | Min. PESQ | PESQ STD.
3D SADCT 3.84 3.53 0.23
3D SADCT + REO 3.85 3.65 0.14

Table 5.4: PESQ results for the proposed 3D SADCT algorithm -
summary

5.4 Discussion

The contribution of the segment reordering to overall performance, for the
polynomial TD algorithm depends on the setup. For the 'recommended’
setup the reordering did not offer much of an improvement, however some of
the other evaluated polynomial TD setups benefited more from the segment
reordering as demonstrated in Table 5.1. For the 3D SADCT algorithm,
while segment reordering does not contribute much for the overall or average
performance, it does improve the worst case performance, and since it is
performed offline this may justify its usage. Regarding the two proposed
approaches: The SADCT achieves slightly higher PESQ scores and has
lower complexity, as fast DCT implementations are widely available. The
improved performance may be due to the fact that while the polynomial
TD approach removes redundancies between consecutive frames only, the
SADCT approach can also remove the redundancies between the speech
segments in the same leaf. Note that both approaches remove some of the
redundancy along the feature vectors, the SADCT via the transform and
the polynomial TD via IBMs differential quantization of the feature vectors.
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The polynomial TD approach provided slightly lower PESQ scores but has
two significant advantages:

1. Polynomial TD can easily adapted to any desired compression ratio,
simply by providing the functions with a different target ratio value,
whereas for the case of the SADCT this requires design of new quan-
tizers.

2. Polynomial TD can be merged into an ”active” current system in a
much more seamless way as the compressed stored data has the same
characteristics of the original stored data.

Using either algorithm to extract a single speech segment from an acous-
tic leaf, incurs some overhead. For the 3D SADCT algorithm the inverse
quantization and transform must be applied to the entire leaf, though these
are quite low complexity operations. For the Polynomial TD algorithm, any
other speech segment frames in the acoustic leaf, that lie in the same TD
segment as the frames of the desired speech segment must also be ’decoded’.
Using short TD segments decreases this overhead.

Overall, the choice of which algorithm to use depends very much on the
specifics of the target application. Both algorithms however reached the
goal of recompression by x2 of the amplitude spectral parameters, without
any noticeable degradation in the synthesized speech quality.
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Chapter 6

Conclusion

6.1 Summary of Proposed Algorithms

In this work we proposed two approaches for recompression of spectral am-
plitude parameters held in a CTTS acoustic leaf database. Our aim was
to develop generic recompression approaches that enable removal of redun-
dancy between parameter vectors that are grouped into a structure with
a shared context, and are therefore expected to have a reasonable amount
of redundancy. As a test case for the proposed approaches, we aim to re-
compress the amplitude parameter vectors of a the acoustic leaves in a small
footprint CTTS synthesizer, without compromising the perceptual quality
of the obtained synthesized speech.

In the first approach, Vectorial Polynomial TD, we remove the long-
term redundancy between the amplitude parameter vectors of consecutive
speech frames. We begin by concatenating the speech segments in each
acoustic leaf into a single ’super-segment’. We define the recompression
goal as obtaining a target bit rate with minimal distortion. We can then
choose an appropriate working point, where no perceptual loss is present
in the synthesized speech. We use an iterative rate-distortion optimization
approach, where in each iteration we have a maximal allowed distortion
value, Dy. This limits the maximal distortion in each frame of each seg-
ment of each leaf. Using this bound, for each acoustic leaf or corresponding
‘super-segment’, we determine optimal TD segmentation points along with
optimal polynomial order per TD segment. Each TD segment, represented
by a polynomial of order P, is sampled at P41 points, and these samples,
along with the segment length and value of P, represent the reduced data
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set. The obtained rate is calculated and, if necessary, D, is adjusted and the
procedure is repeated. We examined a number of distortion functions and
found that the MSE between the actual parameters and the reconstructed
parameters - prior to quantization, provided the highest PESQ scores for a
given rate. Limiting the maximum distortion provided better performance
than limiting the mean distortion. We examined various variants of this
approach, allowing different TD segment lengths, polynomial orders and
without optimal segmentation. We showed that when performing recom-
pression by a factor of 2, we obtained a PESQ score of about 3.7, relative
to the original synthesized speech generated from the original compressed
database. This score indicates equivalent perceptual quality. Listening to
the sentences shows they are indistinguishable.

In the second proposed approach, 3D SADCT, we aim to remove redun-
dancies not only between consecutive speech frames but also between speech
segments and along the parameter vectors. This approach enables redun-
dancy removal along all three axis of the 3D data structure, thus improv-
ing recompression performance. 3D SADCT was applied to each acoustic
leaf and the obtained coefficients were quantized. The energy compaction
property of the DCT helps remove the temporal redundancy within speech
segments, as well as the redundancy between segments in the same acoustic
leaf and redundancies in the spectral amplitudes of each frames. (Note that
the IBM quantizer we used for the polynomial TD approach also removes
some of the spectral redundancy by performing differential coding of these
values). The main challenge in this approach was the quantizer design.
A methodical bit allocation and splitting algorithm was proposed to first
divide the vectors into different groups, each with a corresponding bit allo-
cation. Then, for the vectors of each group, a split-VQ was designed using
the same methodical bit allocation and split algorithm. We also made sure
that the footprint of each of the obtained codebooks was small enough, since
we require more codebooks than in the original approach, due to the split
into groups. The performance evaluation showed that, for a recompression
factor of 2, we obtained PESQ scores of about 3.85. Again, when listening
to the original and recompressed sentences, they are indistinguishable.

For both re-compression approaches we suggested performing optimal
ordering of the speech segments prior to re-compression. The proposed al-
gorithm, MBord, enables offline minimization of a predefined cost function,
which aims to maximize the recompression gain. For the case of polynomial
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TD, the cost function reflects the smoothness at speech segment joints. For
3D SADCT it aims to pack as much energy as possible into the first non-DC
coefficient group, which has the highest bit allocation and thus are expected
to introduce the lowest quantization error. The cost function is minimized
by performing random order changes and keeling any changes that cause a
decrease in the cost function, but also at a certain probability those that
cause an increase in the cost function - thus avoiding convergence to a local
minima.

Regarding complexity of the proposed algorithms, the goal of low com-
plexity decoding was achieved. The proposed reordering algorithm adds
complexity only to the encoding process. The recompression based on Poly-
nomial TD provides the option of using low complexity setups where the
decoding requires at most linear interpolation for reconstruction of the pa-
rameters. For the 3D SADCT based recompression, decoding requires in-
verse SADCT of each leaf, which is slightly more complex, however due to
the popularity of the DCT in a variety of applications, many highly op-
timized implementations for embedded devices are available, substantially
reducing the expected run-time of this algorithm. Thus the decoding com-
plexity of the proposed algorithms is indeed small in comparison with the
other blocks required for speech synthesis.

6.2 Main Contributions

e Extension of the fixed segment length, scalar, polynomial modeling
proposed in [15], by Dusan et al., to a variable segment length, vec-
torial form of polynomial modeling. In [15] polynomial modeling of a
trajectory of parameters such as an LSF coefficient is proposed using
a pre-determined segment length N, and a pre-determined polynomial
order P. We extended this to allow adaptation of both N and P to the
local data. We enforce the same local N and P values for all vector
elements, to allow for Vector Quantization (VQ) of the obtained P+1
sample vectors. Our extension may be used for compression of any
vector parameter set that has a degree of temporal redundancy. The
algorithm can be easily adjusted to any desired target rate and can
seamlessly reuse the quantization scheme developed for the original
data set as we do not alter the behavior of the ’samples’.
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e Application of the segmentation and model order selection proposed
with various variations in [45], [47], [46] and [44], by Prandoni et al.,
to the problem of segmentation and polynomial order selection for the
acoustic leaf re-compression, in combination with vectorial polynomial
TD. For this purpose we extended the 2D scheme proposed previously,
to a 3D scheme, in order to enable application to our vectorial data.
We then combined this per-leaf optimization with an iterative Rate-
Distortion optimization over all the acoustic leaves to obtain the target
bit-rate over the database, with minimal distortion.

e Application of the 3D SADCT, previously used for hyperspectral im-
age compression, to a new challenge of acoustic leaf (re)compression.
Whereas the use of DCT, in general, and SADCT, in particular, is
common in image and video coding, it is not often applied to speech
coding. We showed that for acoustic leaf data where redundancy ex-
ists between speech frames in the same segment, between segments
in the same leaf and between parameters in each feature vector, the
energy compaction property of the DCT allows for high quality re-
compression. The algorithm is useful for any 3D compression problem,
as long as the data exhibits a degree of redundancy.

e We proposed a methodical bit allocation and splitting algorithm for
split VQ design. While previous algorithms usually assume a known
split along the vector, for instance using pre-determined sub-bands,
or else the split is determined heuristically, we proposed an algorithm
that provides a methodical split into element groups. This is achieved
by allocating bits to each of the elements, and then clustering these
allocation values into groups, either under a constraint of the number
of element groups, or under a constraint on the maximum number of
elements per group.

e We proposed an algorithm for optimal segment ordering, MBord,
based on the Metropolis algorithm [40], that enables minimization
of a target energy or cost function when an exhaustive search over
all segment orders is not possible. The proposed algorithm utilizes
concepts from the Binary Switching Algorithm in [61] and from the
Simulated Annealing proposed in [28]. We used the algorithm with
appropriate cost functions for both re-compression approaches, and
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obtained a slight gain in overall performance. For other applications,
where offline ordering has a greater impact on overall performance,
MBord may provide a more significant advantage.

6.3 Future Research Directions

This research can be further developed in a number of directions, as de-
scribed in the following subsections.

6.3.1 Further Work on Proposed Algorithms

The algorithms we proposed could be further tuned or extended in the
following ways:

e Further work on the proposed polynomial TD recompression algo-
rithm may include further investigation of error weighting functions
that may provide better results for the embedded quantization setup.
Specifically, replacing the current IBM quantizer with a quantizer that
has an analytically shaped error could improve the performance of this
setup, but was out of scope of the current research.

e We used polynomial based TD since the speech segments are short,
however once we concatenate all the segments in the leaf into a single
'super-segment’ other TD approaches may be applied and evaluated.
This opens a wide range of options for further investigation. Note,
that other TD approaches will have to find a way of dealing with the
discontinuities in and between speech segments, which we dealt with
via adaptive segmentation.

e Developing quantizers for additional working points of the SADCT
scheme may prove an interesting challenge. While we proposed a
methodical split and bit allocation scheme, a number of parameters
such as the DC bit allocation and the weights used were still found
empirically, and would need to be tuned for different working points.

e The MBOrd, our proposed Metropolis Based segment Ordering algo-
rithm, could be further investigated. It’s possible that cost functions
could be found that will cause the reordering to have more of an ef-
fect on overall results. Application of this algorithm to other offline
ordering problems that originally use BSA could also be considered.
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6.3.2 Alternative Signal Models

Further research could attempt to apply the proposed compression schemes
to different spectral parameters. The spectral parameters used in this ver-
sion of the small footprint IBM CTTS system limit the obtained speech
quality. In an earlier stage of our research we investigated candidate signal
models for the system. These included the sinusoidal model presented in [36]
and [37], Harmonic plus Noise models such as the one proposed by Stylianou
in [56]. A decomposition of the spectra into periodic and a-periodic compo-
nents was described by d’Alessandro et al. in [12] and enhanced by Ahn and
Holmes in [2]. Iterative signal subtraction for analysis by synthesis using the
sinusoidal model was proposed by George and Smith in [17] with a minor
enhancement by Bailly in [4]. An adaptation of the sinusoidal model specif-
ically for TTS applications was proposed by Macon and Clements in [32]
and [33]. Incorporating any of these as an alternative spectral representa-
tion, could allow for higher quality of the synthesized speech. It would then
be interesting to tune and apply the proposed compression schemes to the
new acoustic leaf feature sets and evaluate the obtained compression vs.
quality behavior.

6.3.3 Phase Compression

The scope of our research was limited to the amplitude parameters, for
two reasons. The first is that the amplitude parameters in the system we
worked on have a footprint of 5.7 MB, compared to only 1.6 MB of the
phase parameters. The other reason is that most of the loss of quality
in the synthesized speech of this system stems from the poor phase rep-
resentation. Therefore, in parallel to this research some alternative phase
representations were investigated. GMM based quantization of sinusoidal
model phase parameters was examined. The algorithm described in [23] was
partially implemented and evaluated, as an undergraduate project in SIPL.
It shows promise as a potential method to improve speech quality while
maintaining low bit-rates. If this approach were to be used, further recom-
pression would become unnecessary, as the extent of quantization would be
the best method to determine the rate vs. quality tradeoff.

Another examined phase representation was the modified group delay
originally presented in [5] and implemented and evaluated in another SIPL
undergraduate student project. We found that the values representing the

72



phase information using this model showed quite a bit of temporal redun-
dancy in consecutive frames in voiced areas. Therefore, it would be very
interesting to apply the proposed polynomial TD approach to these values.

6.3.4 Applying the Proposed Algorithms to Other Re-Compression
Challenges

As we have stated, although we focused on a specific challenge of acoustic
leaf compression, the algorithms developed are generic and may be applied
to a variety of re-compression setups. A few such examples are:

1. Sign language databases: each sign is represented by a number of in-
stances, each instance by a set of temporal frames, and each frame by a
set of parameters that model the hand movements.(An example can be
found at: http://archive.ics.uci.edu/ml/datasets/Libras+Movement).

2. Image classification database: For each image class, either a set of
sample images, or their parametric representation are stored. (Bag of
Words codeword dictionary).

3. Personalized content recommendation system databases, where data
is stored in clusters. Each cluster holds a set of data per user, per
movie, and is expected to have redundancies.

4. Medical data sets, where each patient may have a set of 2D parametric
data (or images) collected over time, for tracking disease or treatment
progress.
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Appendix A

Polynomial TD Error
Analysis

In the vectorial polynomial TD scheme, the error in the reconstructed am-
plitude parameters, originates from two sources: The model error and the
quantization error. In order to evaluate the effect of the quantization of the
polynomial samples on the final reconstructed values let’s examine a sample
segment, which consists of N frames and is modeled with a polynomial of
order P. In Fig. A.1, N=10 and P=3.

The original feature set consists of: {a, }2

n=0"

red Xs in Fig. A.1. After the TD process, a corresponding P order poly-

these are represented by

nomial is found: Pol(n) = Y¥=F apnF. If we were to sample this poly-

nNz_Ol , with

T, = xpn + dn, where d,, represents the model distortion at each sample,

nomial at N points, we would obtain reconstructed values {z},}

which is the distortion we measure when performing optimization. To pro-
ceed, we now sample this polynomial at P + 1 points: {”p}f;:o, to obtain
{sp}ll;o, represented by green circles. These are the features we actually
quantize to obtain {8},}5:0 = Q[{sp}g’:o], where s, = s, + ep, shown by the
black squares. Next, we match the quantized samples with the appropriate
polynomial, using least-squares, and obtain the reconstructed polynomial,
P;ﬁn) = giég apn?. Finally, we sample the reconstructed polynomial at
all N sampling points to obtain the reconstructed features: {afn}fl\[:—ol - shown
by the cyan asterisks, and we have: @, = x, + dy, + f({ep}}), where the
first error component is due to model error, and the second is a function of
the quantization error.
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the total error
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The reconstructed polynomial, defined by a,, is related to the quantized
samples, s,, as follows:

S0 1 ng n% e néj ap
s1 1 m n% e nf al
~ 2 P ~
S9 = ng Ny s ao ( A 1)
sp 1 np n%; e n]]i ap

Where n,, are the the sampling points. In compact form we have: S =
Vp - A, where Vp is a form of the well known Vandermonde matrix. The
polynomial coefficients are then found from the quantized samples by:

A=V, 'S =V, (S+E)=V, 'S+ V, 'E (A.2)

where, S is the vector of the un-quantized samples, and E is the vector
of the quantization errors. These coefficients are then used to find the
reconstructed features by:

Ty = Z daxn® (A.3)

Thus the final error is related to the original quantization error via the
inverse of the Vandermonde matrix. The final error also increases with
polynomial order.

The inverse Vanderomnde matrix was examined by Macon and Spitzbart
in [34] and Gautschi in [16], and results were later extended and used by
Seidner and Feder to evaluate noise amplification in nonuniform sampling
in [50]. In these papers the following bound for the norm of the inverse
Vandermonde matrix was found:

P
Vel < mamocj<p []
i=0i#]

L fnal (AA)
i —

As apparent here, the norm of the inverse Vandermonde matrix grows
as a function of the absolute values of the sampling points, {np}fzo. On the
other hand, the norm is also inversely dependent on the spacing between
sampling points. On examining this norm for the case of P = 2, which is
easy to compute, we found that the optimal sampling points always include
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the two end points, and an additional midpoint whose value changes with
segment length. For instance for N = 5 the sampling points that minimize
the norm are: [1,3,5], for N =7 they are [1,5,7].

To summarize, when evaluating the total quantization based error in the
reconstructed feature values we must differentiate between two cases:

1. For sample points, the quantization based error is equal to the actual
quantization error.

2. For interpolated points, the quantization based error is related to the
actual quantizaton error via the inverse Vandermonde matrix, whose
norm depends on the location of sampling points. This error also
increases with polynomial order.

From this formulation we deduce two facts:

1. The higher the polynomial order the larger the quantization based
error becomes. Therefore, we will limit the allowed polynomial order
in our application. The maximum allowed polynomial order is set to
4.

2. In order to reduce errors, we must take care in the selection of sampling
points. After examining a number of candidate sampling schemes, we
selected a scheme that takes first the values at the segment end points,
and then adds equally distributed points within the segment. This is
in accordance with eq. (A.4) and its analysis.
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Appendix B

LSD Calculation

During the optimization process, we wish to calculate the Log-spectral-
Distortion, or LSD, between the original speech spectrum, A(w), and the
spectrum of the reconstructed speech, A(w), which is defined in [29] as:

1 [ores, AP
LSD = J o [W [101 210 !A@)!Q]

=20 * \/217r /7; {logw [A(w)] — log1g |A/@)|}2 dw (B.1)

In order to reduce complexity, we wish to calculate the LSD directly in
the parameter space. As explained in Chapter 1, the parameters are essen-
tially the Mel-scale sampling of the spectral envelope. Thus by performing
the appropriate interpolation we can recreate the spectral envelope and di-
rectly calculate the LSD. First we provide a reminder of how the model
parameters we wish to compress are obtained, and then show how the LSD
measure is calculated using these parameters.

In the analysis process parameters ¢, are found, s.t. they minimize
the squared error between a frequency warped and re-sampled version of
the amplitude line spectrum, and its estimation. The relationship between
these intermediate model parameters, ¢, and the spectral amplitude A(w)

is given by:
n=32

logaA(w) = Z én - Bp(w) (B.2)
n=1
The triangular basis functions, B,,, are warped using the Mel-frequency
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scale. Then, the original frame energy, GG, is embedded into the ¢, values
by:

C,=6¢,— — Z ¢ — logG (B.3)

These C), are the model parameters which we are working with.

Note, that the intermediate and final model parameters are the same up
to a constant (determined per frame). However when calculating the LSD,
"DC” or constant differences between the two spectrums, while possibly
contributing to enlarge the LSD value, are not really of interest. Therefore
we would rather calculate the difference between normalized spectra. Thus
rather than attempting to estimate this unknown constant, we simply nor-
malize the reconstructed parameters so that their sum equals the sum of
the original parameters, and use these values, C,, to calculate the LSD. We

note that:
logy A(w)

logioA(w) = log, 10

= L logy A(w) (B.4)

Combining the three above equations we obtain:

1-L2

/ [2203 ié r
Lg-\li2i2(0n—(f' / B (w) B (w)de  (B.5)

LSD:20*\J

Where: Lo = 2\%; = % . % Due to the structure of the basis func-

tions, each function overlaps only with the preceding and following func-

tions. Thus the integral in the above expression is non-zero only when
m = {n—1,n,n+ 1}. A simple variable substitute of k = m — n + 2 gives
us:

3 3
LSD:LQ-\IZ Z (C = C)(Chmz — Cisms / Boa(0) By so(w)da

(B.6)
Note that the integral value, B;n:(n, k) depends solely on n and k and thus
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Figure B.1: Basis functions used in LSD calculation. Top: central basis
function B, and its two neighbors. Bottom left: The slopes used to
calculate for k£ = 1. Bottom right: The slopes used to calculate for k = 2.

can be pre-computed. We have:

E
LSD = Ly - \J > QZ ) (Chin—2 — Chin—2)Bint(n,k)  (B.7)

It remains to examine the values of By, (n, k): Figure B.1 demonstrates
the structure for a central basis function and its two neighbors. We need
to calculate two types of integrals: For k = 1 or 3 (Fig. B.1 illustrates the
k =1 case, the k = 3 case is equivalent):

T2 x9—x T —X1 1
B; 1) = . dr = = — B.8
1) = [T T e = G ) (B)
1
Bmt(n, 3) = 6(1‘3 — $2) (Bg)

For k = 2 we need the integral of B,, X By:

T2

1

Bini(n,2) = / ( I )2dx + / BT V2de = = (23 —x1) (B.10)
rp L2 —T1 3

Combining these expressions provides a straightforward and simple way
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to calculate the LSD using our model parameters. The x; values are simply
the peaks of the B, functions, i.e. the 32 frequency points equally spaced
in the Mel-scale domain. Their values in Hz for our setup are:

[62.4, 130.5, 204.5, 285.2, 373.1, 468.9, 573.1, 686.7, 810.4, 945.2, 1091.9,
1251.8, 1425.9, 1615.6, 1822.1, 2047.1, 2292.2, 2559.2, 2849.9, 3166.6, 3511.5,
3887.2, 4296.5, 4742.2, 5227.7, 5756.5, 6332.5, 6959.95, 7643.2, 8387.5,
9198.2, 10081.2];

The proposed measure can be easily computed during the optimization
process so that the distortion we are minimizing is the actual LSD rather
than just an Euclidean distance measure between the parameter vectors, in
hope of improving overall performance.
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