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Abstract

Video services and multimedia applications use pre-encoded video in different formats
for storage and transmission. Usually, servers store a single copy at a high quality,
while various user types require different formats and bit rates. Therefore, the high
quality pre-encoded video is converted on-line to match user-specific requirements.
Bit rate reduction within the same video format is called transrating, and can be
achieved by a number of methods. In this research work, we examine model-based

transrating via requantization of the transform coefficients, in the state of the art

H.264 coder.

Many previous works on requantization chose the optimal step sizes via Lagrangian
optimization that minimizes the distortion subject to a rate constraint. However,
these works did not use analytic models for the relation between the rate and the
quantization step. Hence, they required an exhaustive search for the optimal steps,
including repetitive quantization and coding.

The new H.264 standard offers advanced coding features, such as intra spatial
prediction and context adaptive entropy coding, at the expense of higher complexity.
But, these features pose additional algorithmic problems that do not allow the im-

plementation of the methods developed in previous transrating works as is.

The goal of a transrating system is to reduce the bit rate of an encoded video

sequence, at low complexity, while preserving a high quality video. Therefore, the
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naive solution of re-encoding (cascaded decoder-encoder) is put aside due to its high
computational complexity. To reduce the computational complexity, the proposed
transrating system reuses as much input coding decisions as possible (e.g. motion
vectors). The model-based requantization further reduces the computational burden
by alleviating the repetitive quantization and coding required during the search for
the optimal step sizes. The models incorporated in this work relate the rate and the
distortion to the fraction of zeroed quantized transform coefficients, p, rather than to

the step size itself.

The intra spatial prediction in H.264 introduces block dependencies that pose two
algorithmic problems. First, to avoid a drift error, the intra-coded frame should be
fully decoded. Second, estimating the relation between p and the step size becomes
a challenging task, for which we propose a novel statistical-based model.

For optimal requantization in inter-coded frames, we propose two novel modifi-
cations of previous work. First, an extended Lagrangian optimization is proposed,
to improve the subjective quality by regulating the changes in the quantization step
sizes throughout the frame. Second, the p-domain rate-distortion models suggested
in previous works are not suitable for macroblock level coding in H.264. The mac-
roblock level rate-distortion models developed in this work are adapted to H.264
requantization and consider its context adaptive entropy coding.

Overall, as compared to re-encoding, the proposed transrating system reduces
the computational complexity by a factor of about 4, at a maximal cost of 1.4[dB]
in PSNR. In comparison with a simple one-pass requantization, the proposed algo-
rithm achieves better performance both objectively (PSNR gain of up to 1.6[dB]) and

subjectively, at the cost of twice the complexity.
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Chapter 1

Introduction

1.1 Transrating of coded video in H.264

Video services and multimedia applications use pre-encoded video in different formats
for storage and transmission. As various user types require different formats and bit
rates, a single copy of the encoded video cannot satisfy all users. One could store
many copies of the video in the server, each encoded at a different format or bit rate,
and send the bitstream with the closest requirements to those requested by the user.
However, such server has very high storage costs and the chosen bitstream may not
meet the exact user requirements. Therefore, servers store a single copy, pre-encoded
at a high quality, and convert it on-line to match user-specific requirements. Bit rate
reduction within the same video format is called transrating, and can be achieved
by a number of methods, such as frame rate reduction, spatial resolution reduction
and requantization of the transform coefficients. In this research work, we examine
model-based transrating via requantization of the transform coefficients, in the state
of the art H.264 coder.

The goal of a transrating system is to reduce the bit rate of an encoded video
sequence, at low complexity, while preserving a high quality video. The naive solution

is to perform re-encoding by cascading a decoder and an encoder. Since the encoder
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re-estimates the motion vectors and prediction modes, the re-encoding has a high
computational complexity and this solution is put aside. To save computations, the
common approach is either to reuse the input coding decisions, or to use them as
a prior to restrict the search for new ones, where the target bit rate is achieved via
requantization.

Previous works, related to previous standards, chose the optimal step sizes via
Lagrangian optimization that minimizes the distortion subject to a rate constraint.
The optimal step-sizes search required evaluating the rate and the distortion obtained
by requantizing each picture region at multiple step-sizes. As these previous works
did not use analytic models for the relation between the rate and the quantization
step, the rate assessment involved repetitive quantization and coding. As a result,
the optimization procedure became an exhaustive search.

H.264 is currently the state of the art video coding standard. It offers advanced
coding features, such as intra spatial prediction, variable block size motion compensa-
tion, integer transform, context adaptive entropy coding and an in-loop de-blocking
filter. However, due to these features, the rate control becomes computationally
expensive, as the choices of quantization step-size and coding modes are dependent.
Therefore, previous works on transrating in H.264 focus on adapting the input coding
decisions to the lower rate, and the requantization is addressed by a simple one-pass
algorithm. The methods suggested in previous transrating works cannot be applied

as is to H.264, and new algorithms should be developed.

1.2 Proposed transrating scheme

In this research work, new model-based optimal requantization algorithms were devel-
oped and examined, for transrating of H.264 coded video. The models incorporated
in this work relate the rate and the distortion to the fraction of zeroed quantized

transform coefficients, p, rather than to the step size itself.
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Frame-level bit allocation is found by minimizing the overall distortion over a
group of frames, such that the target average bit rate is achieved. To keep a smooth
constant video quality, the frame distortions are equalized.

For intra-coded frames, the spatial prediction introduces dependencies between
neighboring residual blocks. Due to these dependencies, the residual coefficients to be
requantized are not available in advance, when the requantization step-size should be
selected. Therefore, the estimation of the relation between p and the requantization
step size becomes a challenging task. To this end, we propose a novel closed-loop
statistical estimator, that outperforms the simple open-loop estimator.

For inter-coded frames, we propose optimal requantization that improves the sub-
jective quality by regulating the changes in the requantization step sizes throughout
the frame. To this end, we suggest extending the Lagrangian optimization by a
dynamic programming algorithm. To reduce the computational burden of the op-
timization, we use rate-distortion models at the macroblock level. As the models
suggested in the literature are not suitable for macroblock level coding in H.264, we
developed macroblock level rate-distortion adapted to H.264 requantization. Since
the recommended encoder eliminates very sparse blocks, we also examine extending

the optimal requantization by selective coefficient elimination.

1.3 Thesis outline

This thesis is organized as follows:

Chapter 2 overviews previous work, starting from transrating architectures to bit-
rate reduction algorithms, both at the frame level and at the macroblock level. A
brief overview on rate-distortion modeling is given, including both models that relate
the rate and the distortion to the quantization step size and to the fraction of zero
coefficients in the data. Some design guidelines that consider the perceived quality of

the transrated video are also given.
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As this work focuses on transrating an H.264 bit stream, Chapter 3 briefly overviews
the main coding features of the standard. The standard details not given in this chap-
ter and relevant to this work are given in Appendix A.

Chapter 4 defines the proposed transrating scheme. It discusses the transrating
architectures chosen for the intra-coded and the inter-coded frames. It defines the
GOP-level bit allocation that solves a model-based optimization problem. In addition,
it defines a simple requantization algorithm, to which we will compare our proposed
algorithm performance.

Chapter 5 presents the suggested model-based uniform requantization for tran-
srating of intra-coded frames. It suggests a novel model for estimating the relation
between the fraction of zeros in the data and the requantization step size, while
considering the blocks dependency problem introduced by spatial prediction.

Selective modification of the intra prediction modes is suggested in Chapter 6.
The algorithm incorporates input prior with human vision considerations to allow
selective modification only where the coding gain is expected to increase.

Chapter 7 proposes a new optimal requantization algorithm, adapted for transrat-
ing of H.264 inter-coded frames. It regulates the change in the quantization step sizes
throughout the frame, in order to achieve a smooth perceived quality. In addition, it
suggests to extend the optimal requantization by selective coefficients elimination.

To reduce the computational load of the algorithm suggested in Chapter 7, new
rate-distortion models at the macroblock level are suggested in Chapter 8. The pro-
posed models are adapted for macroblock level requantization in H.264.

Chapter 9 summarizes simulation results, tested using a few video sequences. The
proposed system’s performance is measured by its run-time and its quality at a target
bit rate. The quality is assessed using both the PSNR measure and the VQM measure.
The trade-off between quality and computational complexity is considered.

Chapter 10 concludes the thesis and suggests future research directions.



Chapter 2

Previous Work

The goal of a transrating system is to reduce the bit rate of an encoded video sequence,
at low complexity, while preserving a high quality video. In this work, we focus
on transrating via requantization of the transform coefficients, in the H.264 coder.
There are three major design issues to consider: bit rate reduction, computational
complexity and quality.

Section 2.1 describes transrating architectures that provide different compromises
between quality and computational complexity. Incorporation of rate-distortion mod-
els further reduces the computational load, and is described in section 2.2. Bit-rate
control algorithms via requantization of the transform coefficients are discussed in
section 2.3. Finally, section 2.4 briefly reviews design guidance for preserving video

quality.

2.1 Transrating architectures

The naive and straightforward transrating architecture is re-encoding [43, 4]. In
this architecture, a decoder and encoder are cascaded, see Fig. 2.1, and therefore
some refer to it as the cascaded transcoder. The input bit stream is fully decoded

to obtain the reconstructed sequence and then re-encoded at the target output bit
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rate using new coding decisions. This architecture has the highest computational
complexity among transrating architectures, as it finds new coding decisions, which
involve performing motion estimation (ME). We will now outline various architectures

to reduce the transrater’s computational complexity.

Encoded video Re-encoded video
— Decoder Encoder ——»

A

Figure 2.1: Re-encoding architecture.

The architecture with the lowest computational complexity for requantization
is the open-loop transrater [23, 43, 49, 4], see Fig. 2.2. The residual’s transform
coefficients are dequantized and then requantized at a coarser step-size to meet the
target bit rate. Following this scheme, expensive operation such as motion estimation
(ME) and transforms are avoided and there is no need for a frame-store. However,
open loop transraters are subject to drift error that degrades the video’s quality
[49, 4].

In predictive coding, the video frame is predicted, either temporally or spatially,
from previously decoded frames or frame parts, and only the residual error is coded.
Therefore, the encoder and the decoder must be synchronized, in the sense of using the
same reference signal for prediction. In case of a mismatch, the decoder reconstructs
the encoded frames with errors, that further accumulate as these erroneous frames are
used as references for more spatial and temporal predictors. This error accumulation

is called drift error.

Encoded video Transrated video
—» —

VLD Q"

A
A

VLC

Q.

A

Figure 2.2: Open loop architecture. The encoded video undergoes: variable length
decoding (VLD), dequantization, requantization and variable length coding (VLC).

In between these two extremes, there are architectures that reduce the compu-

tational complexity as compared to re-encoding, without introducing a drift error
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[44, 43, 4, 48]. The Cascaded Pixel Domain Transcoder architecture (CPDT), also
known as spatial-domain transcoding architecture, is depicted in Fig. 2.3. The input
bit stream is fully decoded and then encoded by reusing the input coding decisions
(e.g. the motion vectors (MVs)) to reduce the encoder’s complexity. This transcoder
does not suffer from drift error as the decoder-loop and the encoder-loop are inde-

pendent and the motion-compensated residual is recomputed at the encoder.

Encoded video Transrated video
— Decoder » Encoder —

I

Coding decisions

Figure 2.3: Cascaded Pixel Domain Transcoder architecture.

Since the input coding decisions are reused, the architecture can be simplified
further [49, 43, 4, 48]. The Fast Pixel Domain Transcoder architecture (FPDT)
depicted in Fig. 2.4 performs partial decoding followed by partial encoding. The
partial decoding reconstructs just the residual signal in the pixel domain, rather than
reconstructing the fully decoded picture. It reuses the input coding decisions and
performs a closed-loop correction to compensate for the drift error. Based on the
assumption that the predictors are linear, it predicts a single correction signal rather
than predicting two fully reconstructed signals, both in the decoder and the encoder.

Closed loop
compensation

Encoded video Partial + l Partial Transrated video
— —————» —»
decoder encoder

f

Coding decisions

Figure 2.4: Fast Pixel Domain Transcoder architecture.

If the assumption regarding the predictor’s linearity is correct, one can exploit the

transform’s linearity and convert the FPDT to work entirely in the transform domain
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23, 43, 49, 4]. This requires implementing a transform-domain representation of the
predictor in the correction loop.

The conclusion from the transrating architectures presented here is that a rea-
sonable tradeoff between quality and computational complexity can be achieved by
using the CPDT or the FPDT architectures. It should be noted that the indepen-
dent decoder-loop and encoder-loop in CPDT allow to modify the input coding deci-
sions, whereas the FPDT architecture requires reusing them all. Now, the question is
whether or not to reuse all the input decisions, and in particular the input MVs. On
one hand, reusing the input MVs significantly reduces the computational complexity
[59] and provides a description of the motion at the high bit rate working point, where
the original sequence was used as a reference. On the other hand, [60, 32, 22] argue
that the variable block size motion compensation introduced in H.264 (see Chapter
3) changes this assumption as the input MVs that were selected for the high bit rate,
are sub-optimal at the lower bit rate, and consume too many overhead bits at the

expense of the number of bits for coding the residual.

2.2 Rate-distortion modeling

An encoder, or a transrater, uses a rate control algorithm (see section 2.3) to choose
an appropriate quantization step size for an encoding unit (e.g. a frame, a video
object, or a macroblock). To this end, it should evaluate the rate and the distortion
introduced as a result of quantizing the transform coefficients in the following manner.
First, perform the actual quantization, then apply the entropy coding algorithm to
calculate the rate. In addition, a comparison between the quantized and the input
transform coefficients is required to calculate the distortion. When this process is
repeated for multiple combinations of encoding units and step sizes, the system’s
computational complexity is high. Incorporation of models allows fast evaluation of

the rate and the distortion.
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It should be noted that using rate-distortion models for transrating algorithms is
different than for the first encoding algorithms (encoding the original input video).
On one hand, the transrating system has only access to the quantized transform
coefficients, not the original ones. Therefore, the transrating distortion can only
refer to the requantization distortion, not the total degradation in quality from the
original video. Also, estimation of the transform coefficients’ statistical distribution is
more challenging, if required, as it should be estimated from their quantized version.
Nevertheless, the transrating algorithm can use the already encoded information (such
as number of bits spent on each block) in order to estimate the rate model parameters.
This is not the case for the encoding algorithm, that should either try encoding at a
certain quantization step to calculate a rate point, or update the model parameters
based on the previously encoded frames, which is not robust to scene cuts.

Over the years, a number of models were reported in the literature. Most of which
relate the rate and the distortion to the quantization step size, as described in section
2.2.1. Recently, new models that relate the rate and the distortion to the fraction of

quantized coefficients in the data were proposed, as described in section 2.2.2.

2.2.1 Modeling in the quantization step size domain

There are two main approaches to rate-distortion modeling: distribution-based mod-
eling and empirical-based modeling [8]. The distribution-based modeling approach
assumes that the transform coefficients statistics was drawn from a probability dis-
tribution function. Given the probability distribution, analytical models are derived
using either the entropy of the quantized transform coefficients or a closed-form rate-
distortion function. The empirical-based modeling gathers statistics from observed
operational measured rate-distortion curves. Models are then fitted to best describe

the observed trends.
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Distribution-based modeling - Laplacian distribution

A Laplacian distribution is a popular model for the AC transform coefficients distri-

bution [9, 50, 55, 38, 33, 57, 51, 15]:

pla) = %e’“'x‘ (2.1)

where a lower value of the parameter o corresponds to a wider distribution. In
9, 57], the distortion is measured as d(z, &) = |z — &| where x and Z are the original
and decoded samples, respectively. The closed-form solution of the rate-distortion
function is used: R(D) = —In(aD) for 0 < D < % where D = E{d}. First, the
analytic R(D) function is approximated by a Taylor series. Then, the distortion is

approximated as the quantization step-size itself:

D(Q) =@ (2.2)

to derive the quadratic rate — () model:

RQ) =5+ % (2.3)

where a, b are the model parameters. Variations of this model are incorporated in the
recommended rate control algorithms of both the MPEG-4 standard [50, 43] and the
H.264 standard [57, 40].

In [38, 51, 55, 33], different rate — Q models were derived for different operating
points. At first, the empirical entropy of the quantized transform coefficients was
calculated. Then, different models were fit to describe the entropy at different bit-
rates. In [51, 38|, a high bit-rate model is used:

2 0_2 1

R(Q) = %logg(QGQ%) 5 (2.4)

where 02 = % The low bit-rate approximation: [51, 33, 38]

2 2 1

_<_
Q%> 2e
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takes either a quadratic form of

o o
R(Q) =a— + b— 2.6
(@) = afz +05 (2:6)
in [51], or the form of
2
o
RQ) =0T 27)
in 38, 33]. In [55], at intermediate bit-rates, a linear model is suggested:
o
R(Q) =b—= 2.8
(@) =b5 (2.8)

The distorton — ) model used in [38, 33| is a high-resolution approximation (for

high bit-rates):
_&

D(Q) =% (29)

In [55], the mean squared error (MSE) was calculated according to the Laplacian

distribution, to derive another distorton — () model:

D(Q) = acQ°+b (2.10)

Distribution-based modeling - Cauchy distribution

In [16], a Cauchy probability distribution function is suggested to describe the trans-
form coefficients distribution:

I
Tt 4 p?

p(x) = (2.11)

where a larger value of the parameter p corresponds to a wider distribution. Since
the Cauchy distribution does not have a closed-form analytic rate-distortion function,
the entropy of the quantized transform coefficients and the corresponding MSE were

calculated. Then, approximated models were derived for the rate — () relation:

R(Q) = aQ~ (2.12)

and for the distortion — () relation:

D(Q) = bQ” (2.13)

where a, a, b, 3 > 0 are parameters that depend on pu.
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Empirical-based modeling

Rate — () models were also derived by examining operational measured curves. In

[26], the authors suggest the model

_ K-SAD

R(Q) 0

(2.14)

where SAD is the sum of absolute differences of the residual. In [41], a linear relation

between log(R) and log(Q) is suggested:
R(Q) =0+ (2.15)

and in [42], a quadratic relation between log(R) and log(Q) is suggested for intra-
coded frames of H.264.
In light of the various suggested models for the rate — @) relation, there is obviously

no unanimous agreement regarding which model is the most suitable.

2.2.2 Modeling in the p domain

In [14, 13], the p-domain source model is suggested, where p is the fraction of zero
coefficients among the quantized transformed coefficients in a frame. The model
states that there is a strong linear relation between p and the actual frame’s bit rate:
coarser quantization step-sizes generate more zero coefficients (and hence increase p)

while decreasing the rate. Therefore, the suggested rate — p relation is:

R(p)=10-(1—p) (2.16)

where the parameter 6 is the graph’s slope, as depicted in Fig. 2.5. According to this
equation, for p = 1 all the quantized coefficients are zeroed and thus the coding rate
should approach zero. The parameter 6 [14] is related to the amount of texture in
the encoded data. The texture is represented in the transform domain by medium

to high frequencies, whereas for smooth data most of the energy is concentrated at
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the low frequencies. When the encoded data has more texture, the coding bit rate
increases, and so thus 6.

It is also argued that the rate — p model is more robust than a rate — ) model:
the observed rate — p curves for both I and P frames share a very similar pattern,
whereas the rate — () curves change between different frame types.

The distortion too is more conveniently described in the p domain than in the
quantization step-size domain as it is defined within the finite range of 0 < p <1
and follow a more robust and regular behavior. In [15], an exponential model for the

MSE distortion in the p domain was suggested as

D(p) = o* - e7(=0) (2.17)

where o2

is the variance and a > 0 is a model parameter, as depicted in Fig. 2.5.
Again, as p — 1 and all the quantized coefficients are zeroed, the distortion ap-

proaches the o2 bound.

R D

A

D—‘;b

> >

1 P 1 P 0

Figure 2.5: Rate-distortion models in p domain. Left: Linear rate — p, middle:
distortion — p, right: p — @) relation.

Even though the p domain models are empirical based, [14] numerically justifies
the models for transform coefficients with a Generalized Gaussian distribution (that
includes both the Gaussian distribution and the Laplacian distribution as special
cases). It also justifies the models analytically for the case of a Laplacian distribution.

Finally, the p — @ relation should be estimated. One approach is to assume the

transform coefficients have a certain probability distribution, estimate the distribution
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parameter(s) from the data and then analytically derive p. A computational simpler
and more accurate approach uses a histogram count, where p is the fraction of the
transform coefficients whose values fall below the quantizer’s deadzone.

These models were derived for describing the rate and the distortion at the frame
level, and were found quite accurate in [14, 13, 15|, when tested for standards such as
MPEG-2 and H.263. The p-domain models were also used for frame level encoding
in the H.264 in [42, 29, 47, 12, 45], but in [45] it is argued that they do not describe

well coding at the macroblock (MB) level. We address this issue in Chapter 8.

2.3 Rate control for requantization

There are numerous rate control algorithms in the literature. In this section, we
briefly overview algorithms for quantization, with an emphasis on requantization.
Rate control algorithms have two main stages. The first determines the bit allocation
between the video frames, while the second allocates the bits between the frame’s

encoding units (e.g. a macroblock) to achieve the frame’s target rate.

Frame-level bit allocation

Consider transrating at an average transrating factor BR factor > 1. The simplest
frame-level bit allocation [25, 41] reduces the bit rate of each frame by BRfactor:
Rous =

%, where R;, and R, are the input and output frame’s bit rates,

respectively. This method does not require any assumptions regrading the Group Of

Pictures (GOP) structure or buffer monitoring.

Since intra-coded frames are the reference for the rest of the GOP, [25] also sug-

I
gests to allocate them more bits by: R! , = %; reduce the bit rate of P-frames

by the average factor: RY, = 5 R};i:f:tor and equally adjust the bits left in the GOP for

the B frames.

In [48], the authors suggest to solve an optimization problem, where the overall
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GOP distortion is minimized subject to the average GOP bit rate target, which is
reduced by BRfactor. That work uses the frame level rate — p and distortion — p
models of (2.16) and (2.17), respectively. In [5], an additional constraint is added
to the optimization problem, for equal frame distortions. The frame level p domain
models are also used in [18, 30] to encode the original input video at a smooth quality.
First, the frame’s target distortion is set as the average distortion of the previously
encoded frames, then the frame’s target rate is extracted using the models. In [18], an
operational distortion — () curve is used to avoid the estimation of the distortion —p
model parameters. In [56], another optimization problem is defined. A rate-distortion
model based on the Generalized Gaussian distribution is altered to model the inter-
frame dependency. However, only sub-optimal allocation is implemented to enable

real time transcoding.

Macroblock-level bit allocation

The second type of rate control algorithms adjust the quantization step size at the
macroblock level to achieve the frame’s target bit rate. The one-pass algorithm pro-
cesses one macroblock at a time, and sets its quantization step size according to the
output buffer fullness. The update rule in [25] is simple, whereas in [48, 23], the frame
level linear rate — p model is used. In [23], the fraction of zeroed coefficients for every
step size choice is evaluated using a histogram count. Based on the buffer fullness, the
average available number of bits for the macroblock coding is calculated. Then, the
requantization step that yields the closest target bits according to the linear model
is chosen. The one-pass of [48] is based on the algorithm suggested in [13]. It sets
an initial average step size for the frame according to the linear rate — p model. The
step size at each macroblock is adjusted relative to that average step, based on the
buffer fullness. These one-pass algorithms are not optimal, and active frame regions

towards the end of the frame’s raster scan may suffer coarse quantization.
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Optimal requantization for MPEG-2 encoded video is suggested in [6] by mini-
mizing the frame’s distortion subject to its target bit rate. In that work, Lagrangian
optimization is applied as the step size choices at different macroblocks are indepen-
dent. However, that optimization involves a high computational complexity since it
evaluates the rates and the distortions at each combination of macroblock and re-
quantization step exhaustively, with no models. In [24], it is suggested to restrict the
search to check even and odd multiples of the initial quantization step-size to reduce
the complexity of an open-loop Lagrangian optimization. In [19], the optimal requan-
tization step sizes selection was extended by indices modification while minimizing
the overall frame level cost.

In [18], the quantization step sizes are optimally selected for encoding the original
input video, as suggested in [38], to minimize the frame’s overall distortion subject to
the target bit rate constraint, by using the rate—@Q model of (2.7) and the distortion—
@ model of (2.9).

Another optimization algorithm [50] finds the optimal requantization step sizes at
a video object resolution (it refers to the MPEG-4 standard). It uses the rate — Q
model of (2.3) and evaluates the distortion by D(Q) = @Q?*. To assure that the
requantization steps are not finer than the input step for each video object, the
authors suggest extending the Lagrangian optimization with a dynamic programming

algorithm.

2.4 Quality

The transrating system should reduce the bit rate of an encoded video sequence while
preserving a high quality video. Since the quality rating is judged by a human ob-
server, the quality measure should be defined in view of our visual perception. Yet,

there is no absolute solution for this matter.
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There are basically two types of quality metrics. The metrics in the first category
follow a vision model, whereas those in the second class are oriented to detect specific
artifacts in the processed video signal.

Various vision-model-based quality metrics differ in many aspects. These include
the phenomena they account for, their complexity and their desired output. In this
work, we have used the Video Quality Model (VQM) to evaluate the quality of the
transrated video [36]. The VQM measures the degradation of the test sequence, as
compared to a reference sequence. At first, a perceptual filter is applied to both de-
coded video sequences, to enhance some percieved property, such as edge information,
motion flow and local contrast. Then, perceptual features are extracted from small
spatio-temporal subregions. For each such spatio-temporal region, the test features
are compared to the reference features. The next stage performs spatial and tempo-
ral collapsing to obtain one quality parameter that detects impairments such as blur,
blocking and jerkiness. The final VQM score is a fucntion of all quality parameters,
with a value ranging from 0 (no perceived impairment) to 1 (maximum perceived
impairment).

The metrics in the second class look for specific artifacts, and try to evaluate the
distortions’ strength. The perceived quality is considered best where the impairment
is minimal. The common artifacts in block-based compression schemes such as H.264
are both spatial and temporal [39, 58]. The spatial impairments include blocking and
blur, where blocking is the appearance of blocks’ boundaries and is most noticeable in
smoothly changing regions, and blur can be defined as a loss of spatial detail. Both
of which are the result of a coarse quantization of the transform coefficients. The
temporal defects include jerkiness and flickering, where jerkiness is the perception of
originally continuous motion as a sequence of distinct snapshots and flickering is the
appearance of an unsteady light that is fluctuating with time. Flickering is especially

evident when high texture regions are quantized differently over time.
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Most of these metrics have a high computational complexity and are not suitable
for compressed domain transrating, as they process the decoded picture in the pixel
domain.

Even though the MSE is not well correlated to the human perception, an encoding
scheme that uses it as the distortion metric can achieve a high perceptual quality if
the design is guided by simple perceptual rules [34]. A human viewer will likely
rate the overall sequence distortion as more tolerable when all frames suffer similar
distortion, and not necessarily according to the average distortion [34]. Therefore, in
[34, 18, 30], the authors suggest to minimize the overall distortion while equalizing
the frames’ distortions rather than minimizing the average distortion. We follow this
assumption in Chapter 4.

The perceived distortion of different image regions may vary. For example, gen-
erally, a viewer is more interested in moving foreground objects than the background
[15]. Psychovisual studies have led to the concept of a perceptual three component
image model [46], where the three components are known as: ’edge’, 'texture’ and
‘smooth’. Artifacts are more visible in smooth regions, whereas texture regions can
suffer higher distortion. Therefore, [31, 15] suggest to modify the block’s distortion
value according to its perceptual importance. In [31], the modified distortion is used
to select prediction modes, whereas in [15], it is used to select the optimal quantization
step sizes. In Chapter 6, we follow [31].

High constant perceived quality is obtained when the quantization step sizes
changes throughout the frame are small [33, 31, 30]. In Chapter 5, we requantize
an intra-coded frame using a uniform step size, whereas in Chapter 7 we regulate the

step size changes for inter-coded frame.



Chapter 3

The H.264 Coder - A Brief

Overview

H.264 is currently the most powerful state of the art video coding standard. It is
designed to improve the coding efficiency by a factor of about two over MPEG-2 (the
same quality at half the encoded bit rate) [40, 54]. In this chapter we will briefly
outline the encoder scheme and the main new coding features that enable the im-
provement in coding efficiency. Since our algorithmic development is based on the
baseline profile (it can be extended to the other profiles), we will focus on it. Ap-

pendix A fills in the details not given in this chapter.

3.1 Encoding scheme

The basic macroblock level encoding scheme is depicted in Fig. 3.1 and in the fol-
lowing explanation we refer to the numbered points. At first, a prediction block (pt.
2) is subtracted from the input image block (pt. 1) to form a residual block in the
pixel domain (pt. 3). This residual is then transformed and quantized to yield quan-

tized indices (pt. 4). The decoder loop inside the encoder (denoted by a blue dotted

23
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rectangle) performs inverse quantization and an inverse transform to generate the
residual in the pixel domain (pt. 6) as would be decoded at the decoder side. The
decoded output image is formed by adding (pt. 10) the decoded residual (pt. 6) to
its prediction (pt. 9) and applying a deblocking filter (pt. 11). This output image
is stored in the reference buffer (pt. 7) for future prediction. The coder control (pt.
12) selects the coding modes and the quantization parameters. The quantized trans-
form indices and additional side information (such as coding modes, motion vectors,

quantization parameters, etc.) are entropy coded (pt. 5) and stored at the output

bitstream.
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Figure 3.1: Basic macroblock level encoding scheme in H.264.

Prediction can be formed either for intra coded macroblock (MB) or for inter
coded MB. Intra spatial prediction (switch at yellow position - pt. 9.a) uses previ-
ously decoded neighbor pixels in the same frame to predict the current block pixels

[40]. Luminance intra blocks can be predicted either in 16x16 blocks or in 4x4 blocks
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and chrominance blocks are predicted using 8x8 blocks. The 16x16 luminance predic-
tion and the 8x8 chrominance prediction are intended for relatively smooth regions.
Their prediction modes include {vertical, horizontal, DC and plane}. The 4x4 predic-
tion is intended for coding detailed regions and includes 9 different modes: vertical,

horizontal, DC and 6 diagonal patterns, all depicted in Appendix A.

Inter temporal prediction (switch at green position - pt. 9.b) uses previously de-
coded reference frames to predict the current block pixels [53]. The motion estimation
(ME) algorithm (pt. 8) finds the best matching block for each input image block (pt.
1) from the reference frame stored in the memory (pt. 7), where a motion vector
(MV) points to the best matching block location in the reference frame. It allows
variable block size motion compensation, at different block sizes between 16x16 and
4x4. The motion vectors resolution is 1/4 pixel and the interpolation is performed
using a separable 6-tap FIR in each direction. Both predictors output are integer val-
ued pixels in the dynamic range of [0,255]. So, rounding and clipping operations are
performed. In addition, when the decoded picture is formed by adding the decoded
residual to its prediction (pt. 10), another clipping is performed to ensure the result

has a valid dynamic range.

The transform defined in H.264 is carried out on small 4x4 blocks. The core
transform is an Integer Cosine Transform (ICT) [28] that can be implemented at low
computational cost using just shifts and adds, as it transforms integer pixel values
to integer transform coefficients. To approximate the 4x4 DCT, additional scaling
is required, and is incorporated in the quantization process. For smooth regions,
coded as 16x16 luminance intra prediction blocks or any 8x8 chrominance blocks,
some spatial correlation remains between the 4x4 transform blocks. Therefore, a
Hadamard transform is carried out on the grouped DC coefficients of that smooth

macroblock (where the grouped DC coefficients either form a block of size 4x4 for
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16x16 luminance intra prediction blocks or of size 2x2 for a chrominance block).

The standard defines 52 quantization steps that grow logarithmically with the
quantization parameter QP, where an increase of 6 in QP corresponds to a step-size
factor of 2 (a factor of about 26 = 1.12 between consecutive step sizes). The step sizes
defined cover a wide range, starting from 0.625 to 224. In the recommended reference
software, the quantizer has a deadzone, which is wider for inter coded blocks. Since
the quantization parameter QP is encoded differentially, the common H.264 rate
control limits the change between consecutive macroblocks QPs. Specifically, the
quantization parameter at macroblock i+1, QP;.1, is typically limited to take the
values QP11 € {QF; —2,QF, — 1,QF;, QP+ 1,QF; + 2}.

For modeling purposes it is more convenient to define the scaled coefficients do-
main, where the scaled transform (no longer integer values): Y = T'(X), and the

quantization: Z = Quant(Y’) are performed separately as explained in Appendix A.

The H.264 context adaptive entropy coding with VLC tables (CAVLC), is designed
to take advantage of the sparse (compact energy) characteristics of the quantized
transform coefficients [40]. To this end, it uses a set of syntax elements, that includes
both the customary run-level representation and additional overhead counts that
mainly describe the zero valued coefficients distribution. On top of that, it switches
between several VLC tables for each syntax element, in a context adaptive manner.

Though the run and level are encoded separately, their encoding is efficient due
to the context based VLC tables switching. The additional overhead counts consist
of two symbols. One describes the combination of the number of non-zero coefficients
and the high-frequency trailing-ones (41 at the end of the block). It is referred to
as (TotalCoefficients, TrailingOnes). The other symbol, called TotalZeros, denotes
the number of zeroed coefficients from the DC coefficient to the highest frequency

non-zero coefficient. Both of which use multiple VLC tables.
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To improve the coding gain, the recommended reference software [1] performs

expensive coefficient elimination for inter-coded blocks. A sparse block is considered

as a candidate for elimination if it is all zeroed, except a few trailing-ones. The

decision whether or not to eliminate such a block depends on the number of its

trailing-ones and their location inside the block, as further described in Appendix A.

3.2 Main differences between H.264 and MPEG-2

The main differences between the H.264 standard and the common

MPEG-2 standard can be summarized in Table 3.1:

Table 3.1: Main differences between H.264 and MPEG-2 standards.

’ Feature

| MPEG-2

| H.264

Intra spatial prediction

No

Yes; supporting several
block sizes

Motion compensation

Fixed block size - 16x16,
% pel. resolution

Variable block size,

% pel. resolution

Transform and quantization

8x8 DCT transform,;
weighted quantization

Two-stage transform

(4x4 ICT followed by Hadamard
for DC coefficients);
logarithmically growing
quantization step size

Entropy coding

Fixed VLC tables

Context adaptive

De-blocking filter

No

Adaptive in-loop
de-blocking filter







Chapter 4

Proposed Transrating Scheme

In this chapter, we define the proposed transrating scheme. At first, we discuss the
system’s architecture, where we distinguish between the intra coded frames and the
inter coded frames. Intra coded frames require full decoding and full encoding to avoid
a drift error. Inter coded frames can be transrated using a closed-loop residual based
architecture, with negligible quality loss. The second section defines a GOP level bit
allocation algorithm that sets the target bit rate for each frame in the GOP given an
average transrating factor. The last section defines a simple one-pass algorithm, to

which we will compare our proposed algorithm performance.

4.1 Transrating architecture

Though the intra coded frame precede the inter coded frames, the architecture of the

inter coded frames is simpler to explain and therefore will be discussed first.

4.1.1 Inter frames transrating architecture

Inter coded frames are transrated using FPDT (Fast Pixel Domain Transcoder) ar-
chitecture that uses closed-loop residual-based corrections [21] (see section 2.1). This

efficient architecture saves computations by decoding the frame up to its residual

29
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transform coefficients and performing the motion compensation operation once in-
stead of twice (during both decoding and encoding). To obtain this scheme, the three
approximations below are made. In the sequel, the superscripts (n), (n — 1) denote
the current frame and the previous frame, respectively, and the subscripts in, out de-
note the input frame and the output frame, respectively. The motion compensation
operation is denoted by MC(I), where I is the reference frame.

In addition, we assume that the in-loop deblocking filter, which is applied on the

fully decoded pictures in the pixel domain [21], is disabled.

(i) No rounding and clipping take place at the decoder. That is, the decoded
pictures in the pixel domain I are formed by adding the motion compensated

prediction M C() to the residual signal X:

I~ Moy + xm (4.1)

m

[(n) ~ Mc(I(”*l))_‘_X(n)

out out out

(ii) The prediction is linear (we neglect rounding and clipping operations):

My — Mo ~ Mol — 1) (4.2)

out m out m

(iii) We compensate for the drift so that the transrating error, measured between the

input and output decoded images, is exactly the requantization error, measured

(n).

between the input to the second quantizer X ™ and its output X,.;:

e = x(m _ xm = g g (4.3)

out out

Thus, using (4.1)-(4.3), we find that in order to minimize the transrating error,

I -1~ Mol + xt — oYy - x (4.4)

out out out in

Q

MeGD — 1y + xb) - x

out mn out

= MC([(nfl) _ Ii(g’l)) + X0 4 g _ x ™)

out m
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we should define the signal to be requantized as

X(n) AL Xi(g) o Mc([("—l) o I("—l)) — Xi(r?) _ MC’(E(W—U) (45)

out n

and that is how we define the closed loop correction signal in Fig. 4.1.

A

Z," Scaling™ p | X+ X Scaling | Zou™
| _ out -

Scaling™
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MC(E™")
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Figure 4.1: Inter frames transrating architecture based on closed-loop residual cor-
rections. The motion compensation reuses the input MVs.

At first, the input quantized transform indices, Z ™) are dequantized and inverse

m )

transformed to yield X

m )

the input residual in the pixel domain. Then, a new
residual X is formed by subtracting the correction signal MC(¢™~Y) from Xi(:).

This correction signal is formed by feeding the requantization error from the previ-

(n—1)

ous frame, ¢ , into the motion compensation module, that reuses the input MVs

(denoted as "side information” in Fig. 4.1). The corrected residual X ™ is then trans-

(n)

out, the requantized transform indices. In order to

formed and requantized to yield
find the requantization error £ (to be used for the next frame), the output indices

are dequantized and inverse transformed to yield X ™) the output residual in the

out

pixel domain. The requantization error €™ is then found as the difference between

the residual signals before and after the requantization: ¢™ £ X O(ZE - X,
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The FPDT can also work in the transform domain. However, it requires im-
plementing MC-ICT [37], that is, motion compensation operations in the transform
domain. Due to the complex sub-pixel interpolation defined in H.264 (6-tap FIR in
vertical and horizontal directions), this method was not examined.

The FPDT reduces the run-time of the inter transrating architecture (measured
without our rate control unit) by a factor of about 1.7, as compared to CPDT, and
as a result reduces the entire inter transrating time (including the rate control unit)
by about 15%. It should be noted that we are forced to reuse the input MVs while
following this residual based architecture. Our attempt to modify the input MVs
(using a CPDT architecture) has shown that a MV refinement search is required to
avoid quality degradation. Since such refinement further increases the computational
complexity, we chose to reuse the input MVs and therefore the FPDT is the chosen
architecture for inter frames.

The drift error for inter coded blocks (using FPDT) is very small and it takes
a number of frames before the accumulated error is noticeable. Intra coded blocks
inside inter frames are transrated using the FPDT too (with the appropriate changes,
e.g. the MC block is replaced by the spatial predictor, etc.) though this is not the
recommended architecture for them as will be explained in section 4.1.2. Therefore,
transrating inter frames with many intra coded blocks using FPDT architecture do

cause some drift, but these cases are rather infrequent.

4.1.2 Intra frames transrating architecture

The spatial prediction in intra frames use previously decoded neighbor pixels in the
same frame to predict the current block pixels. Therefore, any mismatch between the
transcoder and the encoder/decoder introduces a drift error that propagates through-
out the same picture [21]. Since some of the operations are not linear, a FPDT scheme
(similar to Fig. 4.1) results in a drift error that looks like Fig. 4.2. Each constella-

tion of prediction modes has its own typical drift error, which propagates throughout
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the frame both in the horizontal and the vertical directions and results in large and
noticeable luminance changes. In addition, even if one requantized intra frame looks
fine by itself, the temporal transition between GOPs that rely on intra frames that
contain different constellations of the prediction modes is apparent and results in an

unacceptable flicker at the beginning of new GOPs.

Drift direction

-

Figure 4.2: An example for the drift error (luminance component) in an intra coded
frame from the "Mobile & calendar’ sequence transrated using FPDT.

The CPDT architecture depicted in Fig. 4.3 assures there will be no drift. In the
sequel, we will denote the intra prediction from the reference I by IntraPred*(I).
At the decoder side, the input residual X, is decoded according to the input quan-
tized indices Z;, using dequantization and inverse transform operations. Then, the
prediction IntraPred*(1;,) based on the previously decoded pixels at the input [, is
formed and added (using the input spatial prediction modes as side information). At
the encoder side, the prediction IntraPred*(1,,) based on the previously decoded
pixels at the output I, is formed (using the output spatial prediction modes as
side information) and subtracted to generate a new residual. This residual is trans-

formed and requantized to yield the output quantized indices Z,,;. The decoder
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feedback in the encoder decodes the output residual X,,; and adds it to the pre-
diction IntraPred*(I,) to get the output decoded image I, that is stored at the
frame buffer. The scheme of Fig. 4.3 follows all non linear operations as defined in
the standard (see gray blocks in Fig. 4.3); that is, rounding the inverse transform
output, rounding and clipping of the predicted pixels and clipping the decoded image.
Since we have to decode the input intra frame using this scheme, it is also possible
to modify the prediction modes, as will be discussed in Chapter 6. Therefore, the
input side information (see decoder in Fig. 4.3) may be different than the output side

information (see encoder in Fig. 4.3).

Zin | Scaling™ 4| Xin + %Iin - Scaling izout
oty - er 4>+@ — ,/-P_> CT 1 5o, -~
: 1 - v :
Scaling™ ||
P &8 Q" |
IntraPred*(lin) ¢
Input side information Intra | | 1
77777777777777777777777 ” Prediction o ICT
i Xouti_'_
IntraPred*(lout) o
Frame |ln || | Intra | Frame | _lou
Buffer | Prediction Buffer
?Output side
I information
""""""""""""""" Decoder ~ Encoder

Figure 4.3: Intra frames transrating architecture based on Cascaded Pixel Domain
Transcoder. Nonlinear blocks are denoted in gray. The side information contains the
prediction modes for the input and the output coded frames.
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4.2 Model-based optimal GOP level bit allocation

Consider transrating a GOP of N frames at an average transrating factor BR factor.

We use the following definitions to formulate the bit allocation problem:

Rinks Routk - bits spent on coding the k' frame in the GOP
at the input and output, respectively

Rlexfure - pexture - bits spent on coding the k' frame texture bits

at the input and output, respectively

ok head, Rgﬁfkhe“d - bits spent on coding the k™ frame overhead bits

at the input and output, respectively

Riarget i - target bit rate for the k¥ frame in the GOP
Rigrons, - target texture bit rate for the k' frame in the GOP

The overhead bits component for the k" frame is composed of two parts:
szerhead, fived 9 szerhead,vmable_ The szerhead, fized it count is not changed as a
result of the transrating and it mainly describes the coding modes, MB types, slices
partition, etc. The RZ”eThe“d’”mable bit count depends on the residual’s texture bits
(e.g. coding the quantization parameters and the coded block pattern) and therefore

head, fized - .
R Jized 56 the major part of Rgverhead

does change during the transrating. Since
we assume that the change in the overhead bits due to the transrating is negligible,
so that RovGead = Roverhead for 1 < k < N. It should be noted that in H.264, the
overhead bits are not negligible and therefore the simple frame-level bit allocation
described in section 2.3 is not suitable as it may leave too little texture bits for
coding the residual.

Thus, we would like to find the optimal texture bits allocation between the frames

of that GOP; that is { Rie=tre}& . To this end, we use the frame level R-D models
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(explained in Chapter 2):

R (o) = Ok(1 — py) (4.6)

Di(pr) = o - exp(—ar(l — pr)) (4.7)

Rtea:tu're

where is the texture bits, 6 is the slope of the rate—p model, D corresponds to

the MSE distortion, o2 is the maximal MSE distortion (if all coefficients are zeroed)

and « is the shape parameter of the distortion — p model.

4.2.1 Optimization problem formulation

The first optimization problem we have examined was to minimize the overall distor-

tion throughout the GOP, subject to the target bit rate constraint [15, 48]:

(uin Z Di(pr) (48)

subject to:
texture texture
E : R RGOP,target

As shown in Appendix B, the solution to this problem is given by:

oy &
Rigroets, = k- In ( ) S (RGO Brarget — Z&cln (4.9)
k=16k

Zk:l gk ’ ln( g: ) Rggtlggfzrget>

Dy = & - exp( =&, Oy (4.10)
ZkN:1 fk
where (] is a constant, and
O
=L 4.11
= (111)

As typically & > & for 2 < k < N, this allocation introduces a relatively high tran-
srating distortion for the intra frame whereas the inter frames have a low distortion.
Subjectively, the overall sequence distortion is more tolerable when all frames

suffer similar distortion [34, 18, 30]. Therefore, following [5], we propose to equalize
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the transrating distortion over all the frames of that GOP:
Di(p1) = Do(p2) = ... = Dn(pn). That way, the optimization problem formulation
becomes:
N
min Z Dy(pr) (4.12)
{Riemture} P
subject to:
N
SR () < RS
k=1
Di(p1) = Do(p2) = ... = Dn(pn)
The solution to this problem is (see Appendix B):
N
" -In 0.2 _ Rtexture
Zk:1 fk:
N
' .1l 2\ _ Rte:pture
Dk _ exp( Zkfl gk n(o]-\;g) G’OP,target) _ 02 (414>
Zk:1 51@

where (5 is a constant (independent of k). Indeed, this solution allocates more texture

bits for the intra coded frame, to keep an equal distortion over all the frames.

4.2.2 Optimization procedure

L. Set REEBharqger according to:

N N
Rtexture — Zk:l Rin,k o § querhead
GOP,target BRfCLCtOT " in,k

2. Extract each frame’s model-parameters (k = 1,2,..., N):

(4.15)

(a) Evaluate the percentage of zeros at the input p;, s, and extract the rate

model parameter 6, by
Rtpz]ﬁure
in,

0, = ———
I = pink

(b) Evaluate o as the mean of squared coefficients.

(4.16)
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(¢) Perform simplified requantization simulation at one coarser step-size (using

our definition of "scaled coefficients”), to evaluate an additional (py, D)

point.
(d) Extract oy from (4.7) by

I Y.
L= py

(093 n
Dy,

3. Find {Riczture WV - according to (4.13) and set

arget,k

__ ptexture overhead
Rtarget,k - Rtarget,k + Rin,k :

4. Update at the end of each frame’s encoding;:

(a) Calculate the total rate deviation from the target

ARk = Rtarget,k - Rout,k

(b) Uniformly distribute the deficit (ARy < 0) or surplus

(ARj > 0) among the remaining frames in the GOP:

{Rtexture o Rtea:ture 4 ARk N—-1
target,j target,j N — k j=k+1

{Riargetj = Rrargetj + N — L Ji=k+1

(4.17)

(4.18)

Fig. 4.4 depicts an example for the rate and distortion allocations of the above

optimization problems. By minimizing the overall distortion, the intra-coded frame

(first in each GOP) has a lower bit allocation and therefore a higher distortion, as

compared to the equal frame distortion problem.



CHAPTER 4. PROPOSED TRANSRATING SCHEME 39

R ys frame number

target Distortion vs. frame number
15 ‘ : 160 : :
Minimize overall Minimize overall
distortion 1401 dlStOrFlon 1
Equalize frame E_quall_ze frame
distortions 120} distortions |
— 100 J
Q.
2 5
s s 8o} |
88 a
o4
601 J
G
40 1
20t X
0 - L 0 i ;
0 5 10 15 0 5 10 15
frame number frame number

Figure 4.4: Solutions of GOP level optimization problems. Left: Texture bit alloca-
tion vs. frame number, right: distortion vs. frame number. Blue asterisk: minimize
overall distortion, black circles: equalized frame distortion.
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4.3 Simple reference requantization algorithm

Our reference for transrating via requantization that reuses the input prediction
modes will be a simple one-pass algorithm.

The one-pass algorithm sets the requantization step at each MB according to the
estimated number of bits left. Instead of using a rate— quantization step-size model,
it alters the previous MB step based on a simple updating rule using buffer monitoring
[25]. If an overflow is expected, we should decrease the step size and vice versa: an
expected underflow indicates that the step size should be increased.

Specifically, the complexity of MB #i at the input is defined [2] as the product of

its step size and its number of texture bits,
Complexity® £ Qgi) “Tiin (4.19)

The input prior is the set of complexities at the MB level calculated according to

input encoding decisions {Complexity®}N5. The buffer status is initialized to the

texture

current texture bits target, B = R;z70r .

Before MB #i is encoded, the number of bits required to encode all the remaining

macroblocks if the previous requantization step size Qgil) is chosen, is approximated

by:
. AL ‘
B, = F Z Complexity" (4.20)
7=t

Then, the requantization step size Qg) is found via its quantization index QPZ(i)

according to:

~

QP{™M+1 B >B
QP ={ QP -1 B <B (4.21)
QPQ(FI) otherwise
After coding MB #i, the buffer status is updated using the number of texture bits

spent on requantizing that MB, 7; ;.

B=B—riou (4.22)



Chapter 5

Intra Frames Transrating -
Model-based Uniform

Requantization

In Chapter 4, we have defined the architecture used for transrating intra-coded frames.
We concluded that the spatial prediction introduced requires a full decoding and
encoding architecture in order to avoid a drift error. In the following two chapters,
we discuss the transrating algorithm for such frames. The main mean for bit rate
reduction in this work is via transform coefficients requantization, which is discussed
in this chapter. A secondary mean for intra-coded frames is via modification of the
prediction modes, that increases the coding efficiency, as discussed in Chapter 6.
For intra-coded frames, we propose using a uniform requantization for two reasons:
One is that the typical bit budget for intra-coded frames is sufficiently high (as com-
pared to inter-coded frames) as to allow a frame-level rate control. The other reason
is that the spatial prediction introduces block dependencies that extremely increase
the computational complexity and memory requirements of solving an optimal non-
uniform requantization problem. Specifically, it involves solving a 3D trellis, where

each of its states requires about 52 - 7 rate-distortion evaluations (where a practical

41



CHAPTER 5. INTRA MODEL-BASED REQUANTIZATION 42

step size change regularization is taken).

The uniform requantization step size is found by using p domain models. The
rate — p model evaluation is fairly simple and is described in section 5.1. Most of the
effort in this chapter is therefore aimed at estimating p, the expected fraction of zero

coefficients, for different requantization step sizes (as described in section 5.2).

5.1 Uniform requantization using a
rate — p model

The first step in the proposed intra frame transrating scheme is to find the uniform
requantization step-size. To this end, we apply a linear rate — p model at the frame

level (see Chapter 2):

R(p) = 0(1  p) (5.1)

The model parameter 6 is estimated using the input rate-p point, (p;,, Ri*"*¢) and
the anchor point at (1,0), see Fig. 5.1. Given the texture bits target for that frame,

Rigriere, we extract the expected fraction of zeros pyarger by

Rtezture

Ptarget = 11— ta;get (52)

The next step is to estimate the p — @)y relation, which is discussed in section
5.2. Once these values are estimated as a p = f(Q2) lookup table, the target re-

quantization step-size (2 targer is found by

QQ,target = fﬁl(ptarget) (53)

This process is illustrated in Fig. 5.1.
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R

A

R texture
in

R texture

target

0,

Figure 5.1: Left: rate — p relation, the dark circles are at (p;,, RiZ™¢) and (1,0),
from which 6 is estimated. Right: p — Q, relation. Given Rii7l"i¢, we extract prarget
and then find the corresponding Q2 target-

5.2 Statistical estimation of p

The spatial prediction in intra frames introduces a dependency between neighboring
residual blocks. Due to this dependency, the changes in the residual, as a result of
transrating, propagate throughout that frame. Therefore, the residual coefficients to
be requantized are not available in advance. This, of course, affects the evaluation of

p, the fraction of zeros expected after requantization.

5.2.1 Open loop p estimator

The simplest p estimator is the open loop estimator, which is estimated from the
output of the scheme depicted in Fig. 5.2. At first, let us assume that the input
frame was uniformly quantized. The input quantized indices, Z;,, are dequantized
using the input quantization step size, @)1, to yield the residual transform coefficients
Y (in the scaled transform domain). When Y is requantized using a quantizer with

step size ()2 and deadzone dz, the output indices are derived by:

Zour = sign(Y') - L% + dz| (5.4)

Therefore, all transform coefficients that fall in the interval

[—(1 —dz)Q2, (1 — dz)Qs] are requantized to zero. The popen—ioop €stimator evaluates
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how many transform coefficients fall in that interval. In the sequel, we will denote this

interval by Th(Q2) = (1 — dz)Qa, where for intra frames dz = 3 so Th(Q2) = 2Qs.

Zin Y Zout
—

— Q! > Q;

Figure 5.2: Open loop requantization scheme.

This open loop p estimator has two disadvantages. One is that it is not accurate
enough at moderate to coarse requantization, where the changes in residual intensity
are large. The other is its staircase characteristic. Given a target p value, the open
loop estimator may encounter an uncertainty regarding the matching requantization
step size, see Fig. 5.3. That is why we chose to estimate p more accurately using a

closed-loop residual modeling architecture.

R p
A A
1
p target | >
R itsxture
R texture

target

—— >

Q2,target =7 Q2

Figure 5.3: Left: rate — p relation, right: p — ()2 open loop estimator. There is an
uncertainty regarding ()2 tqrger choice.

5.2.2 Closed-loop residual modeling architecture

As explained in section 4.1.2, the proposed architecture for intra-frame transrating is
CPDT, that performs full decoding and encoding. In order to estimate p, we use a
closed-loop residual modeling architecture, as depicted in Fig. 5.4. Again, the input
quantized indices, Z;,, are dequantized using the input quantization step size, @)1, to

yield the residual transform coefficients, Y.
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Figure 5.4: A closed-loop modeling scheme for estimating p. The transrating error
is fed into the predictor to yield the correction signal C'. Then, p is estimated using
the corrected signal W 2Y — C.

However, instead of evaluating p at this point, our closed loop p estimator eval-
uates how many corrected transform coefficients W fall in that deadzone interval.
The corrected signal is defined as W £ Y — C, where C is the closed-loop correc-
tion signal. This correction signal is formed by feeding the transrating error in the
transform domain, ¢, into the transform-domain spatial-predictor. As explained in
section 4.1.2, the transrating error € cannot be defined simply as the requantization
error due to some nonlinearities (rounding and clipping operations). Rather, we de-
fine it as ¢ & T(Iout — ILin), the transform of the difference between the decoded input
and output images, where the output image is decoded using the requantized indices
Zout = Qz(W)

It should be noted that the scheme of Fig. 5.4 is merely used in order to model
the distribution of the corrected signal W, from which p is estimated. During actual
transrating, we do not follow this scheme that calculates exactly the output Z,,, for

each step @Q)».
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In order to evaluate p from W, we first characterize the distributions of Y and
C, and then find how W is distributed. Using the estimated distribution of W, we
evaluate p as the probability that the corrected signal W falls in the requantization

deadzone:
p(Q2) = Fw(Th(Q2)) — Fw(=Th(Q2)) (5.5)

where Fy (w) is the cumulative distribution of .

Since the input transform coefficients Y have values that are multiples of the input

quantization step size ()1, their distribution is discrete, and given as:
M
py(y) = Z Pm - 6(y — mQ1) (5.6)
m=—M

where {p,,}__,, are extracted from the input coefficients.

The correction signal C' is modeled as a continuous distribution. Since this signal
can not be explicitly extracted from the input stream, most of the effort in this
chapter is aimed at its characterization (section 5.2.3) and its statistical modeling

(section 5.2.4).

= =
2Q: -Q 0 Q  2q
-Th(Qz) Th(Q)

vRequantization deadzone

Figure 5.5: Schematic illustration of the probability distribution of W =Y — C'. Red
thick line: second quantizer deadzone

Once the distribution of C' is obtained, the next step is to find the distribution

of W=Y —-C=Y+ (=C). A schematic illustration for its distribution is depicted
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in Fig. 5.5. As we cannot assume that C' is independent of Y, we use the joint

probability of (Y, —C):

pyv.—c(y,c) = p_cy(cly) - py(y) (5.7)

to calculate the cumulative distribution of W:

0o pwo—y
Fu(wo) = / / py—oly, ¢)dedy

0o pwo—Y M
= / / p-ciy(cly) - D pm -6y — mQu)dedy
—00 J =00 m=—M

:/_WM

00

Pm - g(wo — yly) - 0(y — mQy)dy
M

M
- Z Pm - g(we — mQ1|mQ1),

m=—M

where g(t/mQ1) = [*_p_cy(cly = mQy)de.

Therefore, the closed-loop p evaluation is given by:

M
p(@2) = D P (9(Th(Q2) = mQi|Y = mQ:) — g(=Th(Q2) — mQ1|Y = mQ1))
e (5.9)
Lacking a known model for the correlation between Y and C, we are left with
the unfeasible task of modeling p_cy(cly = m@Q:), for every possible value of Y
(that is —M < m < M). From statistical observations, we found that a reasonable
approximation would be to distinguish between zero and non-zero inputs, that is, to
model p_cyy(c|Y = 0) and p_¢py (c|Y # 0) separately. In that case, the model for p

is simpler (as there are two possible input dependencies instead of 2M + 1):

M

p@) = D - (9(Th(Q2) —m@i|Y #0) — g(=Th(Q2) — mQu|Y # 0))+

m=—M,m=#0
po - (g(Th(Q2)[Y = 0) — g(=Th(Q2)|Y =0))
(5.10)
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To complete the evaluation of p(Qs), we should find the conditional distributions
p_cyy(c|Y =0) and p_cpy(c]Y # 0) (or their equivalents g(¢|Y = 0) and g(t|Y" # 0)),

respectively, which we address in the following two subsections.

5.2.3 Correction signal characterization

In this subsection, we characterize the correction signal C, to ease its statistical
modeling. To this end, the correction signal is segmented into homogenous data
groups that share the same characteristics. The first partition of the data is according
to its spatial prediction modes, as can be deduced from Fig. 5.4.

The second partition distinguishes the affected coefficients from the unaffected
coefficients. Affected coefficients are the coefficients that are changed as a result
of the spatial prediction, whereas for unaffected coefficients, the correction signal
is zeroed. For example, DC prediction affects just one transform coefficient out of
the 4x4 ICT block. This classification is predefined for each prediction mode by an
"affected mask” whose shape is characterized by the mode’s pattern in the transform

domain, see Fig. 5.6.

Affected / Unaffected transform coefficients map

DC prediction Vertical prediction Horizontal prediction  Other spatial prediction

C LD LIl

- T s W
0
- ==

1
=R
nln

i

e s

- v
=k Vs

=EE-).

o 4x4 mode #2 o 4x4 mode #0 e 4x4 mode #1 e 4x4 modes #3~8
e 16x16 mode #2 e 16x16 mode #0 e 16x16 mode #1 e 16x16 mode #3
e Chroma mode #0 e Chroma mode #2 e Chroma mode #1 e Chroma mode #3

Figure 5.6: Affected / unaffected transform coefficients map denoted over the ICT
basis images. The classification is done according to the prediction modes. Affected
coefficients are encircled in red.
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This allows two simplifications:

(i) Increased precision - the affected coefficients have a distribution which is less
sparse than the distribution that describes all the coefficients together (affected

and unaffected).

(ii) Complexity reduction - p is decomposed into the weighted average of p4 and
pu, for the affected and unaffected coefficients, respectively. py is evaluated as
in the case of an open loop estimation, which is simpler.

The overall complexity reduction achieved depends on the proportions of the
different prediction modes in the frame. Table 5.1 denotes the unaffected coef-

ficients fraction for different modes.

Table 5.1: Unaffected Coefficients fraction for different prediction modes

Prediction mode U fraction
DC (4x4, 16x16 and chrominance) 15/16
horizontal, vertical (4x4, 16x16 and chrominance) 12/16
diagonal 4x4, plane (16x16 and chrominance) 0

The third partition involves the approximation we made in section 5.2.2, that is,
to distinguish between the corrections applied to zero/non-zero input coefficients.
Latter, we will note that for the case of non-uniform input quantization, a further

distinction is required, based on J; values.

5.2.4 Correction signal modeling using a I' distribution

Given an offline evaluation of the correction signal C' (following the scheme of Fig.
5.4), we found that the I' distribution is a good descriptor of this signal. The proba-

bility density function for the two-sided I' distribution is defined as [35]:

px(z) = ﬁ\/g exp{—Blal} (5.11)
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where § > 0 is the scale parameter, whose decrease results in a wider distribution.

The I cumulative distribution function is defined by:

I+ LT (Bz,0.5 >0
Fe(z)={ 2 7 (B,05) @ — % + sgn(z )2\/_ (Blz],0.5)  (5.12)
3~ 320 (=B2,05) 2 <0

where the I' function and the incomplete I' function are given in (5.13) and (5.14),

respectively.

M(z) — /Oootwlem—t)dt (5.13)
[(a,z) = /Oatw_lexp(—t)dt (5.14)

For more details about the I' distribution and its Maximum Likelihood (ML) estima-

tor, see appendix C.

For each prediction mode, a ML estimator was applied to find the scale parameter
3 for the affected correction coefficients, while distinguishing ¢Y=0 from 3“Y#0 for
zero/non-zero input coefficients, respectively. Using these parameters, the functions

g(t]Y =0) and g(t|Y # 0) from (5.10) take the form:

g(t]Y =0) = o +sgn(t)5—=L(3""|t],0.5) (5.15)

1
2V
1
v

By substituting (5.15) into (5.10), p was estimated for each prediction mode (only

gty #0) = LB 701t],0.5)

1
2
1
5 + sgn(t) —=

the affected coefficients group) according to:
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M

pQ2) = Y pmﬁ A{sgn(Th(Qs) = mQ)T (B 7| Th(Qs) — mQ1|,0.5)—
m=—M,m#0
sgn(—Th(Q2) — mQ)T (B 70| = Th(Q2) — mQ1],0.5)}+
po- %F(ﬂ”:“ Th(Q),0.5)
M
1
= P {5gn(Th(Q2) — mQ)T (B 7°|Th(Q2) — mQ1],0.5)+
m:ZM;m#O NG 2 1 2 1

sgn(Th(Qs) + mQ1)L (Y7 Th(Qs) + mQ1l,0.5)}+

. %F(ﬁ”“ Th(Qs),0.5)

™

(5.16)
where Th(Qs) = % accounts for the second quantizer deadzone. Fig. 5.7 depicts the
frame level p — Q)5 relation obtained by combining all data groups. The I' distribution

fit is derived using the ML estimated (3 values found during the offline evaluation.

pvs. Q2

0.95

— © — T distribution fit

0.9

0.85

0.8

1 1 1 1
0 50 100 150 200
QZ

Figure 5.7: Frame level p — )5 relation. Black asterisk: data. Red circle: T'-
distribution fit.
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In order to evaluate (3 in a realtime scenario, where we do not have the correction
signal at hand, we need to model a (3 vs. ()5 relation. An example for such curves

(actually 1/5 vs. @) is depicted in Fig. 5.8.

1/Bvs. Q, for 4x4 predictions (prediction mode parameter), given that Y=0
60

50
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0

30

1B |Y
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10r

30 40 50 60 70 80 90 100 110 120

Figure 5.8: 1/8 vs. Q9 for 4x4 prediction modes (parameters), for the case of cor-
recting a zeroed input residual (Y = 0).

We notice that as we increase the requantization step size ()2, the coarser requan-
tization generates transrating error with a wider dynamic range. When we feed this
error back to the predictor, we get a correction signal with a wider dynamic range,
that corresponds to a bigger % value. Although these curves increase monotonically
with (s, the variability of the different characteristics complicates the modeling, as
this relation depends on a number of factors, such as the examined prediction mode,
the value of Q2 and some ”initial conditions”, such as @1, or |[Y|s.

Therefore, we suggest to decompose the 3 vs. (), relation into two separate models:

[ vs. the transrating error characteristic and the transrating error characteristic vs.
Q2.
5.2.4.1 Modeling 3 vs. |[¢||; relation

As stated earlier, a transrating error with a wide dynamic range (here, measured in

terms of its || - ||1) yields a correction with a wide dynamic range, which means a
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smaller 3 value. Specifically, when the transrating error is zeroed, so will the closed
loop correction, for all prediction modes. This observation gives us an anchor point

at § = oo.

For each combination of prediction mode (9 modes for 4x4, 4 modes for 16x16
and 4 modes for chrominance) and the zero/non-zero input, we drew graphs of 1/3
vs. ||e]|1, where the latter is at the frame level. We then found the best slope for the
main ray and modeled ( as:

Bo

- 72 5.17
e (5:17)

An example for such a fit for the 4x4 diagonal down-left prediction is depicted in Fig.
5.9. The initial values 3 for all combination of prediction modes and zero/non-zero

input are given in Tables 5.2, 5.3 and 5.4.

Bvs. ||s||l, 4x4 prediction mode #3 (C|Y=0)

-, o\, . . R w
2 4 6 8 10 12 14 16 18 20
lell,

05{ ™ 1
04\ r 1

@ 03F\ Y. 1

0.2f N,

01f

Figure 5.9: § vs. ||e]]; for 4x4 prediction mode #3 (diagonal down-left). Blue: data.
Red: fit. Top: C|Y = 0 case; bottom: C|Y # 0 case.



CHAPTER 5.

INTRA MODEL-BASED REQUANTIZATION

54

Table 5.2: 3 for 4x4 prediction modes

4x4 prediction mode

[ ClY =0 ClY #£0 |

0 (vertical)
1 (horizontal)
2 (DC)
3 (diagonal down-left)
4 (diagonal down-right)

5 (diagonal vertical-right)
6 (diagonal horizontal-down)
7 (diagonal vertical-left)

8 (diagonal horizontal-up)

0.346 0.149
0.277 0.158
0.191 0.151
1.096 0.364
0.952 0.394
0.954 0.388
0.974 0.377
1.066 0.365
1.159 0.337

Table 5.3: (y for 16x16 prediction modes

| 16x16 prediction mode | C[Y =0 | C[Y #0 |

0 (vertical)
1 (horizontal)
2 (DC)

3 (plane)

0.483 0.181
0.420 0.247
0.255 0.250
4.606 0.682

Table 5.4: 3y for Chrominance prediction modes

| Chrominance prediction mode | C]Y =0 | C|Y #0 |

0 (DC)
1 (horizontal)
2 (vertical)
3 (plane)

0.064 0.036
0.276 0.062
0.316 0.059
0.983 0.086
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5.2.4.2 Modeling |[¢||; vs. @2 relation

As stated earlier, as we increase the requantization step size (o, the coarser requan-
tization generates transrating error with a wider dynamic range. Therefore, we drew
the |||y vs. @2 relation at the frame level. In this case, different ”initial conditions”,
such as @1, or ||Y||2 generate different characteristics. Moreover, it should be noted
that since our system is only approximately linear, requantization using even the in-
put step size (Q2 = Q1) may still introduce some small transrating error. At first, we

found that the following parametric model is adequate:

llells = a1 - (In(Q2))* + a2 (5.18)

Then, we modeled ay, as as functions of the input.

a; = al’l‘HYHg (519)

az = Q1 (az ||Y|[2 + azel|Y]]3) (5.20)

where a;1,a91,a22 are given in Table 5.5 for both luminance and chrominance com-

ponents.

Table 5.5: ||e||1 vs. Q2 parameters

’ lle]|1 vs. Q2 parameters ‘ Luminance ‘ Chrominance

ay1 0.02 0.01
a2 1 0 -0.003
a2 -0.0002 0
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5.3 Summary and experimental results

In section 5.2, we evaluated the p — Q5 relation using a closed-loop residual modeling

architecture. The modeling steps are as follows:

1. Segment the transform coefficients into data groups as explained in subsection

5.2.3.

2. For each data group, evaluate the 3 distribution parameter from the input data

at two stages:

(a) Model the |||y vs. Q2 relation using (5.18).

(b) Model the g vs. ||e||; relation using (5.17).
Use (5.16) to evaluate the p(Q2) relation for that data group.

3. Linearly weight the obtained p(Q2) relations for the different data parts accord-

ing to their size to get the frame level p((Q)) relation.

If the input frame is not uniformly quantized during the first encoding, an additional
data partition according to the initial quantization step is added to the data groups

segmentation of subsection 5.2.3.

Fig. 5.10 depicts an example for a p— Q)5 relation at the frame level. The open loop
estimator (blue asterisk) is biased as compared to the data relation (black asterisk)
and has a staircase characteristic. Both I' estimators (red and green circles) are not
biased and follow the same trend as the data. The proposed model for predicting
the § parameters results in an accurate estimator (green circles) with an average
relative error of less than 1.7%. We examined the average rate deviation from the
target, where the uniform requantization step-size was selected using different p — Q-
estimators, as listed in Table 5.6. The true data p—(@Q) relation was used as a yardstick

for the performance, as it cannot be evaluated in a real-time scenario. It shows some
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small rate estimation error, mainly because of the rate — p model’s inaccuracy. Due
to the inherent bias of the open-loop estimator, it tends to choose finer steps than
required, at the cost of an increased rate. Therefore, it has a large rate estimation
error. The proposed p— Q)5 estimator outperforms the open-loop estimator, providing

a smaller rate estimation error, close to the estimation from the true data.

pvs. Q2
1
0.95f 1
—%—— open loop estimator
o9l —%— data ]
o — © — T distribution fit
I distribution estimator
(using estimated {3 values)

0.85 B
0.8 B

0 50 100 150 200

Q,

Figure 5.10: Frame level p — )5 relation. Blue asterisk: open loop estimator. Black
asterisk: data. Red circles: I' distribution fit. Green circles: I' distribution estimator
(using estimated [ values).

Table 5.6: Mean relative rate deviation from the target.

| p — Q, estimator | Mean relative rate deviation [%] |

Data 2.5
Open-loop 10.8
Proposed 3.0







Chapter 6

Intra Frames Transrating -

Modification of Prediction Modes

The proposed architecture used for transrating intra-coded frames (see section 4.1.2)
requires full decoding and encoding in order to avoid a drift error. Although we have
to fully decode the frame, we need not fully encode it by means of a computationally
expensive full prediction modes search. Rather, we perform a guided encoding, which
uses already encoded information from the input bitstream. One option is to reuse
the input prediction modes. The other option is to selectively modify the input
prediction modes where the coding efficiency is expected to improve. In this chapter,
we propose an algorithm for selective prediction modes modification, and compare its
performance with a scheme that reuses the input prediction modes and with a full

re-encoding scheme.

6.1 Introduction

Spatial prediction in intra-coded frames significantly increases the coding efficiency
when the coding modes are appropriately selected. As the bit rate is reduced, the

quality is degraded and fine details are less likely to be preserved. The observed trend

29
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regarding the encoder’s intra coding decisions shows that as the bit rate is reduced,
larger prediction blocks are chosen (more 16x16 partitions) and the frequency of
”simple” modes (horizontal, vertical and DC prediction) increases at the expense of
the more complex ”diagonal” modes for the remaining 4x4 partitions. However, at
some blocks, ”complex” modes usage significantly improves the coding efficiency, so
these modes cannot be completely discarded from the search.

Therefore, when the bit rate reduction is substantial (e.g., by 50 % or more),
prediction modes modification is required. For a transrating application, we would
like to use as much information possible from the first encoder decisions to reduce
the computational complexity (as compared to full search for the new coding modes).
On the other hand, a full modes search is expected to yield better results as it finds
the best modes in terms of the overall rate and distortion.

In that trade-off between quality and computational complexity, we chose to limit
the new modes search to the blocks whose probability to increase the coding efficiency
is high. The prior is deduced from the first encoder coding decisions, such as partition
size and level of bits consumption. The choice between the limited set of modes is

guided by HVS considerations to improve the perceptual quality.

6.2 Low complexity mode modification using
input prior

Observations from low bit rate encoding show that most of the coding gain expected is
due to the modification of 4x4 modes. The blocks that were originally encoded using
large partitions are usually smooth, and remain as such with the bit rate reduction.
So, with high probability, large partitions remain large partitions.

Previous work [20] considered the modification of prediction modes originally

coded as 4x4. The number of bits spent on coding the original MBs was used to
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discern the smooth from the highly detailed MBs. MB tagged as smooth was exam-
ined to be coded using 16x16 prediction. For MB tagged as highly detailed, each 4x4
block was examined to be coded using the most probable mode, which saves over-
head bits spent on coding the modes but is not necessarily the most suitable mode.
The decision whether or not to change the mode was based on the distortion solely,
which can yield large rate deviations, as the best mode definition is correlated with
its rate-distortion cost at the current bit rate working point.

We suggest to define the prior as follows. The Np macroblocks in the frame are
first sorted in ascending order according to their input bit consumption. The lowest
30% are denoted as the G* group, the highest 30% as the G¥ group, and the rest as

the GM group, as depicted in Fig. 6.1.

c® g™ GH
= ) T * MBs sorted by
| | | | > increasing bits
0 0.3Ng 0.7Ng Ng consumption

Figure 6.1: Macroblocks classification to G, G™, GH groups according to the input
bits consumption.

The blocks in the G* group, which are "non-active” at the input in terms of
their bit cost, are assumed to be relatively smooth, and are therefore candidates for
a 16x16 prediction. The "active” blocks at the input, that is, blocks from the G*
group, are considered to be more ”problematic”, and therefore require further modes
examination. Since these constitute only 30% out the macroblocks, but expected to
increase the coding efficiency if the best matched modes are chosen, we examine all
4x4 modes for this group. For the blocks in the G group, we examine just the
4x4 DC mode, as we observed that in many cases it is more suitable than the most

probable mode. These decisions are illustrated in the flow chart of Fig. 6.2.
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Block type ?

Luminance
4x4 prediction

Luminance
16x16 prediction
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Figure 6.2: Modes examined for modification, guided by the input prior.
6.3 HYVS considerations

Our visual perception of an image is not based on the collection of individual pixel
intensity values. Rather, it is the interactions between them that form shapes and
objects, which are the main descriptors of an image. Psychovisual studies have led to
the concept of perceptual three component image model [46]. Each component has
a distinct characteristic and plays a different role in the visual perception. We will
now briefly review these three components, known as: ’edge’, 'texture’ and smooth’.

The most important information content is in edges. Edges are locations in an
image where the intensities change abruptly or rapidly [27]. These abrupt intensity
changes tend to occur at object boundaries, and are thus helpful in the representation
of separate objects. The edges’ high perceptual importance is also supported by
neurophysiology. Most of the visual neurons in the primary areas of the visual cortex
react to specific orientation intensity jumps. It was therefore concluded that the low

level visual cortex performs orientation selective edge detection while processing the

visual information.
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However, image segmentation requires more than just edge detection. The reason
is that not all of the intensity jumps correspond to boundaries of objects [27]. Thus,
we should distinct between strong edges and weak edges, where the latter are referred
to as textures [46]. The perceived strength of the edge is related to three properties:
its intensity variation, its width and its neighboring edges. Since neighboring edges
interact in an inhibitive way, the closer two edges stand, the more severely their
strengths are weakened. Consequently, strong sharp edges are characterized by high
intensity variation, narrow width and relatively isolated locations, whereas the weak
edges have lower intensity variation, wide width and crowded edge neighbors. The
phenomenon of inhibitive interaction between close weak edges is known as ’texture
masking” and explains the texture’s relatively low importance role in perception.

The third perceptual component corresponds to the smooth areas of the image.
These areas have low spatial content, since they characterize a gradual slow varia-
tion in intensity. Nevertheless, they influence our perception together with the edge
information [46] and play a more important role than textures.

In [31], the authors suggest to modify the block’s distortion value according to
its perceptual importance. To this end, they classify the picture macroblocks into 6
groups: {Textured, Dark Contrast, Smooth, Edge, Detailed and Normal} and define
f factors for each of these. Then, the distortion measured by the MSE is weighted by
the 1/f factors and is plugged into the rate distortion cost function. Image regions
with higher perceptual importance are assigned with f < 1, so their distortion will
weigh more, and vice versa.

We decided to distinguish just between the three main groups of: {Edge, Texture
regions and Smooth regions}. Since artifacts are most apparent at smooth regions
and less noticeable at textured regions, we found that

.fte:cture = 127 fsmooth = 087 fedge = 1 are suitable.
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We chose to perform the segmentation at the 8x8 block resolution level, as a
compromise between the too fine 4x4 level and the too coarse 16x16 macroblock level.
We follow [19] and calculate the variance of the block coefficients, where the DC term
and the first two AC coefficients are not taken into account to avoid slow intensity
changes detection. The variances map is translated into low and high activity blocks
using an adaptive threshold. Morphological operations are then used to detect the
edges and smooth regions and form the segmented picture at the 8x8 block level. An
example for such classification for a frame from the "football” sequence is depicted

in Fig. 6.3.

Block level variance map

Input image
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Figure 6.3: An example for picture segmentation into {edges, texture regions, smooth
regions}. Upper left: Input picture; upper right: Block level variances map; bottom
left: Classification into low and high activity blocks; bottom right: Block level seg-
mentation (red: edge; blue: texture region; green: smooth region).
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6.4 Suggested mode selection algorithm

Let us denote by d; and r; the transrating distortion and the number of bits spent
for block i. The basic mode selection algorithm specified by the H.264 rate-distortion
defines the Lagrangian cost function j = d+A(QP)r, where the Lagrangian parameter
A is a function of the quantization parameter QP: A(QP) = 0.85 - 2%

The prior discussed in section 6.2 can be formalized as an additive term in the

cost function of block b;:

0 meM
cost(m|prior(b;)) = (6.1)
00 else

where m is the examined mode for block b; and M is the subset of modes defined by
the prior macroblocks classification (see Fig. 6.2).
By substituting d; by d;/ frvs(b;) in the Lagrangian cost function and adding the

prior term we find m}, the best mode for block b; is given by:

m; = argmin{d,(m, QP) + A(QP) - frvs(b;) - ri(m. QP) + cost(mlprior(5))} (6.2

6.5 Experimental results

We compare the following three intra transrating schemes:
e Re-encoding - Performs a full search for the prediction modes.
e Proposed selective modes modification

e Reuse of input modes.

The comparison is made in terms of computational complexity and quality. All three

schemes use a uniform requantization step size found as explained in Chapter 5.

Fig. 6.4 depicts the average run-time measured during the transrating of intra-

coded frames from different video sequences. As expected, the re-encoding scheme
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has the highest computational complexity among the three schemes, whereas reusing
the input prediction modes has the lowest complexity. Reusing the input prediction
modes reduces the run-time by a factor of about 4.5, on average, as compared to
re-encoding, whereas for the selective modes modification scheme, the run-time re-

duction factor is only about 1.6, on average.

Intra transrating run-time for different sequences

140

@ Re-encoding

120 B Selective modes modification

0O Reuse of input modes

100 —

80

60 -

Run-time (in Matlab) [sec]

Flower garden Football Mobile & calendar Foreman

Sequence

Figure 6.4: Run-time comparison for different intra transrating algorithms: re-
encoding, selective modes modification, and reuse of input modes.

Fig. 6.5 depicts a typical quality comparison in terms of PSNR vs. bit rate. It

reveals two interesting results:

e The proposed selective modes modification scheme consistently outperforms the

scheme that reuses the input prediction modes. The PSNR gain is up to 1[dB].

e The proposed selective modes modification scheme practically reaches the re-

encoding performance bound.

Since the PSNR does not reflect the perceived quality, we bring the decoded pictures

obtained at the lower bit rate end of Fig. 6.5 as an example. Fig. 6.6(a), Fig.
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PSNR vs. bit rate for intra transrated frame
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Figure 6.5: PSNR vs. bit rate comparison. Red circle: re-encoding. Blue asterisk:
selective modes modification. Black square: reuse of input modes.

6.6(b) and Fig. 6.6(c) show the decoded pictures obtained by reuse of the input
modes, selective modes modification and re-encoding, respectively. As we compare
the schemes at a uniform requantization step-size, neither the bit rates obtained nor
the PSNRs are equal. By comparing Fig. 6.6(b) to Fig. 6.6(a) , we notice that the
perceived quality of Fig. 6.6(b) is higher at a lower bit rate. It is most apparent
at the sky region, where the block artifacts are less noticeable. Fig. 6.6(c) has a
lower PSNR at a lower bit rate, as compared both to Fig. 6.6(a) and to Fig. 6.6(b).
However, from Fig. 6.5 we note that the re-encoding scheme and the selective modes
modification scheme have practically the same performance, so it can be regarded as
a different working point of the selective modes modification curve.

The proposed selective modes modification scheme has practically the same per-
formance as the re-encoding scheme in terms of PSNR vs. bit rate at about 37.5%
less computations. Therefore, our general recommendation would be to choose it over
reusing the input modes. The reuse of input modes is faster and more suitable for
small transrating factors, where the transrated frame prediction modes are expected

to be similar to the input modes.
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Figure 6.6: (a) Reuse of input modes: bit rate= 0.83[bpp], PSNR= 24.8[dB]. (b)
Selective modes modification: bit rate= 0.75[bpp], PSNR= 24.9[dB]. (c¢) Re-encoding:
bit rate= 0.7[bpp], PSNR= 24.6[dB].



Chapter 7

Inter Frames Transrating -

Optimal Requantization

In Chapter 4, we have defined the architecture used for transrating inter-coded frames.
This architecture uses a closed-loop residual corrections scheme, which also reuses
the input motion decisions. In this chapter, we discuss the bit rate reduction of
inter-coded frames via transform coefficients requantization and optional coefficients
elimination. Since the typical bit budget for inter-coded frames is low (as compared
to intra-coded frames), the rate control should be accurate in order to meet the target
bit rate. Therefore, we propose an optimal non-uniform requantization. In section
7.1, we discuss the definition and the solution of the optimal requantization problem.
In section 7.2, we examine the incorporation of selective coefficients elimination into

the optimal requantization.

7.1 Optimal requantization

7.1.1 Introduction

In previous standards, like MPEG-2, the optimal requantization problem is defined as

finding a set of optimal new step-sizes, where optimality is in the sense of minimizing

69
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the total distortion, subject to a given bit-rate constraint:

min D, subject to R < Rigree 7.1
{QF:) / - et (1)
where
NB NB
D =) di(QP), R=) r(QP) (7.2)
i=1 i=1
and
Np - number of macroblocks in the frame
QF; - quantization parameter for the i-th macroblock
d; - distortion caused to the i-th macroblock
r; - number of bits produced by the i-th requantized macroblock

A common approach [6] is to convert the constrained optimization problem to an
unconstrained one:

{rggl} J,  J =D+ XNR — Rigrget) (7.3)

where A is the Lagrangian parameter. The main advantage of solving the uncon-
strained problem is that the cost J can be broken into a sum of independent costs
for each macroblock. Given a A value, the set of quantization steps {QP;}? that
minimizes the set of independent costs is found and the corresponding average rate
is calculated by ZZ]\LBI ri(QP;). Then, the A\ parameter is altered, using for instance,

bisection iterations, until an average rate that is close enough to the target is obtained.

In [33, 31, 30], it is argued that small fluctuations in the quantization step size
throughout the frame yield better subjective quality, as the overall perceived frame’s
quality appears constant and blocking artifacts are reduced. In addition, the H.264
standard encodes the quantization parameter differentially, that is, it encodes
AQP = QP — QPpyey, where QPp,e,, QP are the quantization parameters of consec-
utive macroblocks. The cost in bits of the AQ)P transition increases with its absolute

value, such that:
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( 1 AQP =0
3 |AQP| =1
5 2<[AQPI<3
cost(Q Pprey, QP) = cost(AQP) =< 7 4 <|AQP| <7 (7.4)
9 8 < |AQP| <15
11 16 < |AQP| < 31
\ etc.

As a result, many rate control algorithms for H.264 limit |[AQP| to take small
values (up to 2). In subsection 7.1.2 we examine an optimal requantization problem
where |[AQP| is not explicitly limited but is regulated according to its bits cost.
Based on these results, in subsection 7.1.3, we explicitly limit |[AQP| to reduce the

computational complexity.

7.1.2 Full solution

Following the assumption that the change in the overhead bits due to the transrating
is negligible (see section 4.2), we define the optimization problem in terms of the
texture bits:

{Iglijr_a D subject to R < RTiNe (7.5)

and convert this constrained problem to an unconstrained problem by introducing

the Lagrangian parameter \:

min J, J=0D + )\(Rteacture . Rtexture) (76)

OP target
In addition, we propose to regulate the changes in QP to achieve better subjective
quality by adding a regularization term pu - ZZ]\LBQ cost(AQP;) that accounts for the
cost of coding AQP:

Np

min J, J =D+ R — RETW) gy Z cost(AQP;) (7.7)

target
{QP:} J —
1=2
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where AQP;, = QP, — QP,_1, the transition cost is according to (7.4), and p is
its relative weight in the joint cost function. Specifically, the weight parameter u
translates the regularization term measured in bits to distortion units. As we do not
try to achieve an exact bit target for coding AQP, we do not know how to set (and
refine) the value of u. Therefore, we choose to set u = A, that has the same units to

simplify the solution:

Np
min J, J =D+ AR~ Rirtie) 10N cost(AQR,) (7.8)

om target 2

Since the choices of quantization step sizes for different macroblocks are no longer
independent, the whole set of quantization step-sizes {QFP;} should be found at once.
Therefore, we propose to extend each Lagrangian iteration with a dynamic program-
ming stage. The external Lagrangian iterations change the Lagrangian parameter A
to improve the rate guess. At each examined value of A, the dynamic programming
algorithm finds an optimal QP path by solving (7.8).

The dynamic programming algorithm is defined over the set of states {(QP,17)} ,
where i is the macroblock index and QP is the quantization index, see Fig. 7.1. Each
state (QP, i) has its cost-value j;(QP) = d;(QP) + Ar;(QP), where r;(QP) includes
only the texture bits, and the total frame’s cost along a path is J = Zf\fl Ji(QP).

The optimal path up to the state (QP,7) is the path that has the minimal accu-
mulated cost, V;(QP*), over all possible paths that end at that state [34]. There are
multiple possible paths that end at the previous macroblock (#i-1) and that can be
continued to the current state (QP,i). We choose among these by minimizing the

value function of the current state:

V;(QP) - ‘/i—l(QPPrev) + jz(QP) +A- COSt(QPPrem QP> (79)

where () Pp,., can take each of the 52 quantization parameters defined by the standard
(0 < QPprey < 51). It is the sum of the cost of the path until the previous macroblock

Vi—1(QPprey), plus the cost of the current state j;(QP), plus the cost of moving from
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Figure 7.1: Dynamic programming path illustration. Horizontal axis: macroblock
number, vertical axis: the quantization parameter QP. Each state is denoted by
a circle, and each stage corresponds to one macroblock (denoted by a column of
circles). The arrows show a path example, with a typical small change in QP from
one macroblock to the next.

state (QPprey,i— 1) to (QP, 1), which is defined in (7.4). Or, in other words, the best

path up to state (QP,1) is continued from state (QP5,.,,? — 1), where

QP;'rev = argQI]IDliIl {‘/z‘—l(QPPrev) + A COSt(QPPreva QP)} (710)

Prev

The corresponding value function update is then:

V;(QP) = W—l(QP]trev) +]Z(QP) +A- COSt(QP;j’Tev? QP) (711)

At each stage i of the dynamic programming algorithm (from the first to the last
macroblock), the best paths for all (Q P, ) states are found and kept as lists of pointers,
along with their values. When the algorithm reaches the last stage (i = Np), the

optimal path is the optimal path over the entire frame:
BestPathEnd = argrggl Vg (QP) (7.12)

The algorithm then traces back the optimal frame path using the chosen list of point-

ers, to obtain the optimal path: {QP;}5.
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In order to update the Lagrangian parameter A before the next Lagrangian itera-
tion, we evaluate the frame’s overall texture bit rate obtained by requantization using

the optimal path:

Np
texture *
Rire = " ri(QF)) (7.13)
=1
texture texture a3 :
If RY > Rigrget s A 1s increased, and vice versa.

7.1.3 Practical constrained optimization problem

Examination of the optimal solution shows that the algorithm rarely chooses |[AQP)|
values bigger than 3, see red circles curve in Fig. 7.2. Most rate control algorithms
for H.264 actually limit |AQP| to take values up to 2. As the cost of the transition
by 2 units is equal to that of a transition by 3 units (7.4) and there is no practical
need for larger |AQP|, we limit the allowed transition to |[AQP| < 3.

The optimization problem is then defined by:

{réllijr_l}D subject to R < RETHC and  |[AQP| <3 (7.14)

and is solved as explained in subsection 7.1.2, where at each Lagrangian iteration,

the dynamic programming algorithm solves:

min J subject to |AQP| <3 7.15
mnin j |IAQP| < (7.15)

considering the cost of changing ()P from one macroblock to the next. This way, the
dynamic programming examines only 7 possible Q) Pp,., states (for

QPprey € {QP —3,QP —2,QP — 1,QP,QP + 1,QP + 2,QP + 3}), rather than all
52 options.

The average |AQP| distribution obtained for this sub-optimal algorithm is de-
picted by blue asterisk in Fig. 7.2 and is practically the same as the distribution
chosen by the optimal algorithm. The PSNR loss as a result of solving the sub-
optimal algorithm is negligible and the system’s overall computational complexity is

reduced by at most 8%. Therefore, we propose to use the sub-optimal algorithm.
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Figure 7.2: Average |AQP| distribution at different transrating ratios (Upper left:
1.5. Upper right: 2. Bottom left: 3. Bottom right: 3.5). Red circles: Optimal
algorithm. Blue asterisk: sub-optimal algorithm that limits AQP so that |AQP| < 3.

7.2 Selective Coefficient Elimination

After applying the transform and quantization, the quantized indices blocks are typ-

ically sparse, see example in Fig. 7.3. At the encoder, or the transcoder for that

matter, it is possible to modify the obtained indices levels to achieve a lower cost, in

terms of rate-distortion.

Sparse quantized
indices 4x4 block

Zig-zag scan order

0o/ 0|-1]0

0| 110

0|00 0

0|00 0

4x4 zig-zag scanned block

‘0‘0‘0‘0 -1

[ of fefefoofofofo]e]

Trailing-ones

Figure 7.3: An example for a sparse 4x4 quantized indices block, which is all-zeroed

except for three trailing-ones.
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Previous works examined indices modification by evaluating the modified costs
exhaustively, that is, evaluate a few optional rates directly from the entropy coding
tables without using models. In [19], optimal requantization step sizes selection was
extended by indices modification while minimizing the overall frame level cost. That
work was done under the MPEG-2 standard, using its VLC tables. In [52], quantized
indices modification was examined for a given step size for H.264 encoding. That
work examined the optimal modification at the 4x4 block level, using H.264 CAVLC
tables.

A simpler case of indices modification is coefficient elimination, or thresholding. In
[17], the authors examined excluding AC coefficients in MPEG-2 intra coded frames
only, as the only mean for bit rate reduction in a transcoding scheme. In [10], the
elimination of the last coefficients in the zigzag scan was examined for frame level
optimization. Finally, [7] considers coefficients elimination for the H.264 encoder. It
examines the elimination of inter-coded blocks using the reference software elimina-
tion rule (see appendix A). It zeroes sparse blocks that are almost zeroed except for

a few trailing-ones that correspond to transform coefficients at high frequencies.

We examined incorporating selective coefficient elimination into the proposed rate-
distortion optimization algorithm. To reduce the computational load regarding which
coefficient to eliminate, we follow the simple elimination rule used in the recommended
reference software. We optimally choose for each quantized MB whether to encode it

as is or to perform coefficient elimination first.

7.2.1 Optimal selective elimination algorithm

To allow the selective elimination, we evaluate two rate-distortion pairs for each com-
bination of quantization parameter ()P and macroblock index i. These are denoted

by {dY(QP),r?(QP)} and {d}(QP),r!(QP)}, for the case of no elimination and the
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case of elimination according to the reference software rule, respectively. As a re-
sult, a 3D array for the rate and the distortion is generated over the set of states
{(QP,i,elim)}, where elim € {0,1} is a binary flag that denotes whether or not

elimination is performed, see Fig. 7.4.

Elimination
1 . .
1 2 i i+1 Np-1 N
0 >

macroblock number

72 ©e ©© e ¢ ¢ ¢ ¢

P
Q O state without elimination

‘ state with elimination

Figure 7.4: 3D trellis illustration. Horizontal axis: macroblock number, vertical axis:
the quantization parameter QP. Each disc denotes a state, where the black and gray
colors correspond to states with and without elimination, respectively.

Now, the extended trellis algorithm can optimally choose at which states to per-
form the elimination. The optimal path up to state (QP, i, elim) is the path that has
the minimal accumulated cost, V™ (QP*), over all possible paths that end at that
state. There are at most 14 possible sub-paths that end at the previous macroblock
(#i-1) and that can be continued to the current state (QP,i,elim), as there are no
more than 7 allowable () Pp,., due to the AQ P limitation, and each has two optional
values: V' |(QPpye,) in case no elimination was performed and V' | (QPp,.,) in case
the elimination was performed at the sub-path end.

The best path up to state (QP, i, elim) is defined by continuing from state

(QPp, ey, — 1, elim},.,), where
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(elim*Prem QP;rev) = (716)

arg min arg IIIDIIH {VelmP”“(QPprw) —l—jfl’m(QP) + A - cost(QPprey, QP)}

el 1M Prey Prev

From (7.16), we observe that both state (QP,4,0) and state (QP,i,1) will be

continued from the same subpath that ends at (QFPp,.,,7 — 1, elim},.,). Therefore,

rev?

(e“m;’rew Qplirev) arg Hlll’l arng]IDlln {Vehmprw (QPPTEU) + )\ COSt(QPPﬁ?va QP)}

elszrev Prev
(7.17)
The value functions at the current state are then updated according to:
elzm
VA(QP) = V{7 (QPpye,) + Ji (QP) + A+ cost(QPpye,, QP) (718)

VHQP) = e“m”e”(QP}W) +5HQP) + X - cost(QP}, ., QP)

At each stage i, the best paths for all (QP, 1, elim) states are found and kept as
list of pointers, along with their values. When the algorithm reaches the last stage

(1 = Np), the optimal path is the optimal path over the entire frame:
(BestQ PEnd, BestElimEnd) = arg%gl argnlljn d””(QP) (7.19)

The algorithm then traces back the optimal path using the chosen list of point-
ers to obtain the optimal QP path {QP*}J\LB and the optimal elimination decisions
{elim?}B . Since the elimination is performed only at the transrater (encoder) side,
the {elim}} X% side information is passed just to the partial encoder (that performs
the requantization and entropy coding). No extra bits need to be transmitted as side

information.

7.2.2 Sub optimal elimination algorithm

The algorithm described in section 7.2.1 is defined over a 3D state array. However,

according to (7.17), both state (QP,,0) and state (QP,i,1) are continued from the
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same state (QPp,.,,7 — 1,elim},.,). Therefore, a sub-optimal algorithm was devel-
oped.

At the end of stage 7, the 3D state column is collapsed into a 2D state column by
keeping the better state among (QP,4,0) and (QP,,1), which is the state associated

with the lower value function:

(QP, i) = argmin V™ (QP)
elim (720)
V(QP) = min VEm(QP)
Now, at state (QP,1,elim), the question is which is the best combination of

(QP},.,,1 — 1) state and elim* as the current state elimination choice. Again, the

best (elim*, QPp,.,) combination is the one that minimizes the value function at the

T‘E’U)

current state:

(elim*, QP (7.21)

rev) -

argmin arg min {V;Z—l(QPP’rev) + ]zehm(QP) +A- COSt(QPPrem QP)}

elim Q Prev

From (7.21), we note that both (QP,4,0) and (QP,i,1) states choose the same sub-
path that ends at the previously collapsed state (QPy,.,,?—1). As we move on to the
next stage, only the better (QP,i,elim) state is saved. Therefore, this minimization

can be broken into two independent minimization problems:

QpPp,., = arganin {Vic1(QPprev) + A - cost(QPpyey, QP)} (7.22)
Prev
elim* = argnll'in{jf”m(QP)} (7.23)

Moreover, as the Lagrangian parameter A is updated for each trellis iteration, during
which it remains fixed, the choice of (7.23) at each (QP, ) state can be predetermined
before the trellis iteration starts. This way, the dynamic programming algorithm is

defined over a 2D state array, as illustrated in Fig. 7.5, rather than a 3D state array.
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Figure 7.5: Illustration of one dynamic programming iteration using the sub-optimal
selective elimination algorithm. Horizontal axis: macroblock number, vertical axis:
the quantization parameter QP. At each Lagrangian iteration, A determines which is
the lower cost at each state. The black and gray colors correspond to states for which
elimination took or did not take place, respectively.

7.3 Experimental results

We compare here the following proposed requantization algorithms for inter-coded

frames:
e Optimal requantization (practical constrained optimization problem).
e Optimal requantization with optimal selective coefficient elimination.
e Optimal requantization with sub-optimal selective coefficient elimination.

The comparison is made in terms of computational complexity and quality. All three
model-based algorithms evaluate the macroblock level rates {r;(QP)} and the distor-
tions {d;(QP)} using the proposed rate — p and distortion — p models, as described
in Chapter 8. For fair comparison, the three compared algorithms are incorporated
into the same transrating scheme, whose intra-coded frames undergo the proposed

selective modes modification described in Chapter 6.
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Fig. 7.6 depicts the average run-time measured during the transrating of inter-
coded frames from different video sequences. As expected, transrating using the
optimal selective coefficient elimination has the highest computational complexity
among the three algorithms, whereas the transrating that does not perform elimina-
tion has the lowest complexity. Incorporating optimal selective elimination increases
the run-time of transrating an inter-coded frame by 24%, on average, as compared
to no elimination. The sub-optimal selective elimination increases the run-time by
14%, on average. The run-time increase is due to two reasons. One is that more rates
and distortions should be evaluated (both {d?(QP),r?(QP)} and {d}(QP),r}(QP)}
rather than just {d?(QP),r?(QP)}), as explained in section 7.2.1. The other is that
the optimization procedure is more complicated with the extension of the selective

elimination.

Inter-coded frame transrating time
50

45 O Selective coefficient elimination, optimal

@ Selective coefficient elimination, sub-optimal

40

W No elimination

35

30

25 A

20

Inter-coded frame transrating time [sec]

flower garden football mobile & calendar foreman
Sequence

Figure 7.6: Run-time comparison for different optimal requantization inter transrating
algorithms: optimal selective coefficient elimination, sub-optimal selective coefficient
elimination, and no elimination.
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The proposed selective elimination follows the simple elimination rule used in
the recommended reference software. As the bit rate decreases, the probability of
appearance of a sparse block increases and therefore potentially more blocks can be
eliminated after requantization. However, as depicted in Fig. 7.7, only a small part of
the frame blocks are actually eliminated after requantization as a result of applying
the algorithm. Therefore, the PSNR gain of the selective elimination is easier to
discern on a GOP-level. Fig. 7.8 depicts an example for the GOP-level PSNR vs. bit
rate, where the PSNR gain achieved by the selective elimination is up to 0.07[dB] at
the low bit rates as marked in red for each transrated bit rate. The overall sequence
PSNR is practically the same as that of a sequence transrated without the elimination,
due to averaging.

Even though, we believe that this algorithm can potentially achieve a higher gain.
A possible future direction is to examine other elimination rules rather than the one

used in the recommended reference software.

Percentage of eliminated blocks vs. bit rate

—*— football
—©— mobile & calendar

Percentage of eliminated blocks

i i

1.5 1 1 1 1 1 1
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

bit rate [Mbps]

Figure 7.7: Percentage of eliminated blocks vs. bit rate. Blue asterisk: football
sequence, black circles: mobile & calendar sequence.
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PSNR vs. bit rate of one GOP
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Figure 7.8: PSNR vs. bit rate comparison with and without coefficient elimination
(for one GOP). Black squares: without elimination, blue asterisk: selective coefficient
elimination. The measured PSNR gain at each bit rate is denoted in red.






Chapter 8

Inter Frames Transrating -

Rate-Distortion Modeling

The optimization algorithm described in Chapter 7 requires the evaluation of the
rate and distortion obtained by requantizing each macroblock at multiple step-sizes.
If no prior knowledge is used, such rate assessment involves the simulation of the ac-
tual requantization followed by entropy coding. As this procedure must be repeated
multiple times, the optimization becomes computationally expensive. The computa-
tional complexity can be greatly reduced by using an analytic model for the relation
between rate and quantization step-size, for each macroblock. In this chapter, we will
elaborate on the model-based evaluation of the rate and the distortion.

In order to incorporate the p domain models (see section 2.2.2) into the optimiza-
tion described in Chapter 7, we suggest modified models for H.264 at the macroblock
level. Section 8.1 describes the rate — p model, section 8.2 the distortion — p model
and section 8.3 the evaluation of p—()s relation. The last section analyzes the models

performance.

85
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8.1 MB-level rate — p model for
H.264 requantization

Examination of the rate — p relation at the macroblock level has shown that a linear
relation is not a good descriptor of the empirical data. Therefore, and in light of the
new entropy coding features of H.264, we suggest a different rate — p model at the
macroblock level. We decompose the rate into ”data” and ” overhead” components,
where the ” data” stands for the bits spent on coding the run-level, and the ” overhead”
designates the bits spent on coding the new syntax elements (see Chapter 3 and

appendix A). The total rate — p relation is evaluated by:

r(p> — 7,dam(p> 4+ Toverhead(p> (81)

where 79%(p) and roverhead(p) are evaluated from (8.2) and (8.6) in the sequel, re-
spectively. For the model parameters estimation we use prior information, such as

the original input quantized transform coefficients and their encoded rate.

8.1.1 ”Data” Component

The "data” texture bits component is composed of coding the run-level syntax ele-

ments that form the majority of the texture bits at moderate to high bitrates. This

component rate — p relation is a monotonically decreasing convex function.
Therefore, for the "data” component rate — p relation, we suggest the following

closed-form model:

P4 (p) = - In(1+ (1 - p)") (8.2)

where # > 0,7 > 1. The parameter 6 controls the scale of the graph, whereas the pa-

rameter 7 changes its shape. Now, given this component’s original input encoded rate

of a macroblock, r44(p;,), we can fit one of the parameters. Since this model requires

’Tan

fitting two parameters, we apply a two-dimensional search to fit its shape parameter

n and an average scale parameter  using the input ensemble {Td“ta(pmi)}i]iﬁ of all

in,t
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the frame macroblocks. The estimated shape parameter n is used for all the frame
macroblocks. The scale parameter 6; is then matched to each macroblock separately

by:
rdat,“
01' _ in,i 8.3
In(1+ (1= pini)") (83)

The luminance and the chrominance components are modeled separately.

Since the frame macroblocks share the same parameter n, but each has a different
parameter ;, we cannot depict their model-based fits on one graph. However, we
can scale all macroblock level relations using the average frame level parameter , by
drawing rdete(p;) - 9% and then draw their common fit 7% (p;) = 6 - In(1+ (1 — p;)").
Fig. 8.1 depicts for each macroblock its scaled rate — p relation by blue dots and the

common fit by a red line.

normalized r*®%?(p) vs. p

3 \

data
N — — —fit

25

normalized r%3%?(p)
[N
(6] N
T T

[Eny
T

0 L L L L L Il
0.4 0.5 0.6 0.7 0.8 0.9 1

p

Figure 8.1: Blue dots: normalized 7% (p) relation of one frame’s macroblocks; red
line: the fit with the common shape parameter 7. Here, n = 1.36 and 6 = 6.2.

A typical distribution of the parameters ¢ and n for luminance and chrominance

components is depicted in Fig. 8.2.
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Figure 8.2: Distribution of rate — p model’s parameters. Top: luminance component,
bottom: chrominance component. Left: shape parameter n distribution, right: scale
parameter 6 distribution.

8.1.2 ”Overhead” Component

The "overhead” texture bits component describes two additional syntax elements:

e (TotalCoefficients, TrailingOnes) - the combination of the number of non-zero

coefficients and the high-frequency trailing-ones (1 at the end of the block).

e TotalZeros - the number of zero coefficients from the DC coeflicient to the

highest frequency non-zero coefficient.

Fig. 8.3 shows an example for a 4x4 zig-zag scanned block, with 6 non-zero coeffi-

cients, 2 trailing-ones, and 2 TotalZeros (that are marked in gray).

Zig-zag
scanned Trailing-ones
block:

[2]4]s]-sofof1]s]ofofo]ofo]o]o]o]

f [

DC Highest frequency Highest frequency
coefficient non-zero coefficient coefficient

Figure 8.3: An example of the additional overhead syntax elements in H.264.
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The "overhead” component rate — p relation is very noisy due to two reasons.
One is that the overhead syntax elements values are not uniquely defined by the
local block’s p. For example, in Fig. 8.3 the 6 non-zero coefficients correspond to
(TotalCoefficients, TrailingOnes)=(6,2) and TotalZeros=2, but for other blocks these
6 non-zero coefficients can be spread differently throughout the scanned block and
correspond to many other combinations of these syntax elements. The other is the
use of multiple VLC tables for each syntax element, which means that the number
of bits spent on coding the same syntax element value changes with the context. As
a result, fitting a closed-form model for it becomes practically impossible. However,
due to the partial dependency in the local p, we chose to use a statistical model to
characterize the average code length at the 4x4 block level, and then average over the

16 blocks in the macroblock.

Each 4x4 block has a local percentage of zeroed coefficients, p,, which is related

to the local total non-zero coefficients count T'Cy, by

TC,
pp=1— 16 (8.4)

The macroblock-level p is simply the average of these local py’s:

L Js
=1 > (8.5)
=1

Using the statistical model that follows, we calculate once the average code lengths
C(re,rry (py|context — prior) and rz(py|input — prior) of the

(TotalCoefficients, TrailingOnes) and TotalZeros syntax elements, respectively. These
average lengths are kept in look-up tables and the rate ”overhead” component is

obtained by averaging over all the blocks in the macroblock:

roverhead —

16
1
6 Z cere,rr)(py|context — prior)
! (8.6)

16
1
_6 Z 7 (py|input — prior)
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Statistical model

We assume that the quantized transform coefficients are not correlated and follow a
Laplacian distribution [15]. Another assumption is that all +1 quantized coefficients
appearances occur at the highest nonzero frequencies, and are thus considered as
high-frequency trailing-ones. Using the Laplacian distribution, the probability that

the magnitude of a quantized transform coefficient will take the value £ is:

p k=0
Pr.(|l| =k) = (o) (8.7)

and therefore the probability of a trailing-one coefficient, given that it is non-zero is:

Pr.(]l] =1)
1—Pr(l=0)

Pr(TR)=Pr.(|l| =1l #0) = =p(2—1p) (8.8)

(TotalCoefficients, TrailingOnes) average code table

We define a binomial random variable that denotes the number of trailing-ones
appearances given p, and sum over the joint
(TotalCoefficients, TrailingOnes) code length tables (there are 4 different tables) to
obtain the average VLC tables ¢rc ) (ps|context — prior). We switch between these
four average VLC tables by predicting the number of non-zero coefficients from the
neighboring blocks, in accordance with the standard’s context-based encoding, see

appendix A.

TotalZeros average code table

Since the quantized blocks are typically sparse and most of the energy is concen-
trated at low frequencies, there is usually a tail of zeros at the end of the scanned
block (see example in Fig. 8.4). So, instead of counting the TotalZeros syntax
element, TZ, as the number of zeroed coefficients from the DC coefficient to the
highest frequency non-zero coefficient, we can count its complement, the tail, since

TC+TZ+ Ztail = 16. As we increase the requantization step, the number of non-zero
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coefficients, TC, decreases, and the tail length monotonically increases. Therefore,

TC + TZ monotonically decreases.

Zig-zeg scanned block ( TC=6, TZ=2):

[2[4]3]3[ofo[+ M o] ofo o oo o]0]

TC-1 non-zero Zeros Tall
coefficientsin
TC+TZ-1 places

Figure 8.4: The example of Fig. 8.3 with TC, TZ and the zeros tail. There are TC=6
non-zero coefficients and TZ=2 zeros counted from the DC coefficient to the highest
frequency non-zero coefficient (which is denoted in black).

We find the probability of having TZ TotalZeros given p, using the statistical
model and the input prior information (7'C;,, T Z;,,). The input prior defines the pos-
sible (T'C, TZ) pairs that can be obtained as a result of the coarser requantization, as
depicted in Fig. 8.5. The average code length for each of the 15 (T'C;,, T Z;,) input
priors, ¢rz(ppl|input — prior), is evaluated by summing over the joint (TotalCoeffi-
cients, TotalZeros) code length tables.

TC

A

TCal Sk

»
»

TZ;, TZ

Figure 8.5: The TC-TZ plane. The initial (T'Cy,, T Z;,) point is marked with a red
star. The (T'C,TZ) pair obtained by coarser requantization will be in the marked
triangle.
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8.2 MB-level distortion—p model

The PSNR is a widely used objective quality metric that is related to the MSE
distortion. That is why we examined the validity of the exponential distortion — p

model suggested in [15] in describing the MSE. According to this model, (n(d(p))
should be linearly proportional to 1—p, where E( p) = % is the normalized distortion.
Examining this relation at the macroblock level, we found that a linear model does

not describe it with sufficient accuracy. We therefore suggest to extend the model to

an exponential-quadratic relation:
d(p) = 0'2 . eal'(l_p)2+a2'(1_P) (89)

that better matches the empirical data, see Fig. 8.6.
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Figure 8.6: Distortion—p model. Blue points: In(d(p)); black dashed line: linear fit;
red solid line: quadratic fit.

The modified disortion — p model has three parameters that should be estimated.
Since we can only measure the requantization distortion, and not the total degrada-

tion from the reference, we do not have any prior information from the first encoder.
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The scale parameter o2 is calculated once as the sum of squares of the input trans-
form coeflicients, as this would be the MSE if the block is zeroed. Given the scale
parameter, we evaluate the normalized distortion d(p), that has two parameters to
be estimated: aj,as. To this end, we should get two different (p,d) points. The
suggestion is to first evaluate the p — ()2 relation for each macroblock, see section
8.3. Then estimate the distortion at the finest requantization step size (that is bigger
than the original step) that corresponds to a fraction p; of zeroed coefficients. Based
on p;, we would like to find pg, such that 1 — py ~ % - (1 — p1). Since we can only
find psy at the resolution of the available quantization step sizes, we choose the closest
available py (using the p — Q2 table we already have at hand). Based on these two
points, (1— p1,In(dy)) and (1 — p, in(dy)), we can estimate the quadratic fit for in(d)
vs. 1 — p curve (see illustration in Fig. 8.7) and extract the «aj, as parameters. The

luminance and chrominance components are modeled separately.

ln(J) vs.1—p

ln(g)

Figure 8.7: Parameters estimation for the distortion — p model.

A typical distribution of the parameters o2, o; and a for luminance and chromi-

nance components is depicted in Fig. 8.8.
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Figure 8.8: Distribution of distortion — p model’s parameters. Top: luminance com-
ponent, bottom: chrominance component. Left: scale parameter o2 distribution,
middle: shape parameter a; distribution, right: shape parameter oy distribution.

8.3 p— () relation

Contrary to intra-coded frames, the estimation of p for inter-coded frames is fairly
simple and has a low computational complexity. Since the inter-coded blocks are pre-
dicted using previously decoded frames, their closed loop correction signal is available
and the models evaluation is performed based on the corrected transform coefficients

to be requantized, see Fig. 4.1.

Therefore, we count the number of coefficients that fall in the second quantizer
deadzone, [—Th(Q2), Th(Q2)], where Th(Q2) = (1 — dz)Qs. The p — Q2 relation is
evaluated using this histogram count by normalizing the expected number of zeros
at the quantizer output to the data size (either 256 coefficients or 128 coefficients for

the luminance and chrominance MB components, respectively). It is evaluated for
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each macroblock for all the step sizes that are coarser than the input step size, prior
to the rate and the distortion evaluation.
In case the selective elimination algorithm is applied, p is evaluated by applying

the same histogram count on the quantized coefficients after elimination.

8.4 Performance analysis of proposed models

The motivation of using the rate-distortion models is to provide a low computational
accurate evaluation. In this section, we will evaluate the performance of the proposed

MB-level models in terms of accuracy and computational complexity.

8.4.1 Rate models accuracy

The proposed rate — p model is incorporated as part of the optimal requantiza-
tion. Therefore, its accuracy should be evaluated using two metrics. The first metric
measures the deviation of the model-based rate estimation from the actual encoded
number of bits. The second metric measures the deviation of the actual encoded
number of bits from the target rate for that frame.

To conduct this evaluation, we transrated video sequences at different working
points (transrated bit rates). For each transrated inter-coded frame, two relative
errors were calculated: model-based optimization as compared to the actual frame
bit rate, and actual frame bit rate as compared to the target rate.

To put these accuracy measurements into proportion, we repeated this procedure
where the linear rate — p model (2.16) is applied at the macroblock level, for the
luminance and chrominance components, separately.

Fig. 8.9 depicts the mean relative model errors. The linear rate — p model errors
(shown by dotted textured bars) range from —13.3% to —22.6%, on average. The
proposed rate — p model errors (shown by solid color bars) range from —5.8% to

—1.8%, on average.
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Mean relative rate model estimation error

flower garden football mobile & calendar foreman

Relative error [%]

@ Linear, 1.5 @ Linear, 2 M Linear, 3 @ Linear, 3.5
25 O Proposed, 1.5 B Proposed,2 0O Proposed,3 0O Proposed, 3.5
Sequence

Figure 8.9: Mean relative rate estimation error at different transrating ratios. Hor-
izontal axis: sequence, vertical axis: relative error [%]. From left to right: blue:
transrating ratio of 1.5, purple: transrating ratio of 2, cyan: transrating ratio of 3,
and yellow: transrating ratio of 3.5. The dotted textured bars correspond to the
linear rate — p model whereas the solid color bars correspond to the proposed rate —p
model.

Fig. 8.10 depicts the mean deviation from the target bit rate, using the model-
based optimization, where the optimization stopping criterion is a tolerance of 4%
deviation from the target. The linear rate — p model deviations (shown by dotted
textured bars) range from 15.6% to 30.2%, on average. The proposed rate — p model
deviations shown by solid color bars) range from 2.9% to 6.3%, on average.

Modeling the rate — p relation for H.264 requantization is a challenging task. The
proposed rate — p model outperforms the linear model suggested in the literature and
its incorporation in the optimal requantization algorithm allows better convergence
to the target rate.

As pointed in section 4.2.2; at the end of each frame encoding, the deficit/overplus
of bits is uniformly distributed among the remaining frames in the GOP, such that

the average GOP rate will be closer to its target.
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Figure 8.10: Mean relative deviation from the target bit rate at different transrating
ratios. Horizontal axis: sequence, vertical axis: relative error [%]. From left to right:
blue: transrating ratio of 1.5, purple: transrating ratio of 2, cyan: transrating ratio
of 3, and yellow: transrating ratio of 3.5. The dotted textured bars correspond to the

linear rate — p model whereas the solid color bars correspond to the proposed rate —p
model.

8.4.2 Distortion models accuracy

We repeated a test similar to that described in subsection 8.4.1 in order to evaluate

the distortion model performance, see Fig. 8.11. The mean relative error does not

exceed 4%.
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Figure 8.11: Mean relative distortion estimation error at different transrating ratios.
Horizontal axis: sequence, vertical axis: relative error [%]. Blue: transrating ratio of
1.5, cyan: transrating ratio of 2, yellow: transrating ratio of 3, and red: transrating
ratio of 3.5.

8.4.3 Computational complexity

We now discuss the computational complexity savings by comparing the evaluation
time of the rates and distortions using the proposed models with the full exhaustive
evaluation time (without the models aid). The evaluation time was measured using
our Matlab simulation. Fig. 8.12 depicts the average rate-distortion evaluation time
per one MB. The proposed model-based approach reduces the run-time by a factor
of about 3.5, on average. Fig. 8.13 depicts the average transrating time of an inter-
coded frame, where an optimal requantization is performed (see section 7.1), with

and without models. Here, the run-time reduction factor is about 2.3, on average.
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Figure 8.12: Rate-distortion evaluation time per MB (in seconds, as measured by
Matlab). Horizontal axis: sequence, vertical axis: time. Cyan: Exhaustive evaluation
(no models), purple: model-based evaluation.
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Figure 8.13: Inter-coded frame transrating time (in seconds, as measured by Matlab).
Horizontal axis: sequence, vertical axis: time. Cyan: Exhaustive evaluation (no
models), purple: model-based evaluation.






Chapter 9

Simulation Results

In this chapter we summarize and compare by simulations the following transrating

algorithms:

Re-encoding.

Developed algorithm, reuse of intra modes, MB-level r-d models.

Developed algorithm, selective intra modes modification, MB-level r-d models.

Developed algorithm, selective intra modes modification, exhaustive r-d evalu-

ation (without the MB-level rate-distortion models).

e One-pass requantization (see section 4.3).

The comparison is made in terms of computational complexity and quality. The
developed algorithm performs optimal requantization, as suggested in Chapter 5 for
intra-coded frames and in section 7.1 for inter-coded frames. All schemes but the re-
encoding follow the optimal GOP level bit allocation as discussed in section 4.2. The
original video sequences were first encoded at 2[Mbps| using H.264 baseline profile

and then transrated at four transrating ratios.
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The standard video sequences used for the analysis are described in Table 9.1.

The first frame of each sequence is depicted in Fig. 9.1.

Table 9.1: Description of the examined video sequences.

| Sequence | Format | Description

Flower garden STF(352x240) | Panning, scene depth
115 frames

Football SIF(352x240) | Panning, fast motion
209 frames

Mobile & calendar | SIF(352x240) | Panning, synthetic scene, medium motion
299 frames

Foreman CIF(352x288) | Moving face, slow motion
299 frames

Figure 9.1: First frame from each of the examined sequences. Upper left: flower
garden, upper right: football, bottom left: mobile & calendar, bottom right: foreman.
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Fig. 9.2 depicts the average transrating run-time for the different transrating algo-
rithms. As expected, re-encoding has the highest computational complexity, whereas
the one-pass requantization has the lowest computational complexity. The proposed
model-based transrating system (developed algorithm, MB-level r-d models) can ei-
ther reuse the intra prediction modes or selectively modify them. The average run-
time increase, as compared to the simpler proposed system (developed algorithm,

reuse of intra modes, MB-level r-d models) is given in Table 9.2.

Run-time for different sequences

@ Re-encoding

140 - O Developed algorithm, selective intra modes modification, exhaustive r-d evaluation

m Developed algorithm, selective intra modes modification, MB-level r-d models

m Developed algorithm, reuse of intra modes, MB-level r-d models

120 O One-pass —
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flower garden football mobile & calendar foreman

sequence

Figure 9.2: Run-time comparison for different transrating algorithms: re-encoding;
developed algorithm with selective intra modes modification and exhaustive r-d eval-
uation; developed algorithm with selective intra modes modification and MB-level r-d
models; developed algorithm with reuse of intra modes and MB-level r-d models; and
one-pass requantization.
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Table 9.2: Overall transrating methods run-time comparison.

Transrating method Run-time increase [%)], as compared
to developed algorithm, reuse of
intra modes, MB-level r-d models

Re-encoding +290 %
Developed algorithm, selective intra modes | +130 %
modification, exhaustive r-d evaluation
Developed algorithm, selective intra modes | + 10 %
modification, MB-level r-d models
Developed algorithm, reuse of intra modes, | 0 %
MB-level r-d models
One-pass - 50 %

The quality comparison was performed using two measures: PSNR and VQM.
The PSNR vs. bit rate graphs are depicted in Fig. 9.3 to 9.6. As expected, it rates
the performance of the transrating algorithms at the following order, from the best
to the worst quality: re-encoding; developed algorithm with selective intra modes
modification and exhaustive r-d evaluation; developed algorithm with selective in-
tra modes modification and MB-level r-d models; developed algorithm with reuse of
intra modes and MB-level r-d models and one-pass requantization. The proposed
transrating scheme outperforms the one-pass requantization, at up to 1.6[dB] gain in
PSNR. It should be noted that for fair comparison, the model-based optimal GOP
level bit allocation was applied for the one-pass method too, but it is more likely that
such a simple requantization would use a simpler GOP allocation as well, which is
expected to further decrease its performance. At high bit rates, the proposed scheme
can achieve the re-encoding bound (see Fig. 9.3 and Fig. 9.5) and the PSNR gap
between them increases as the bit rate is reduced, up to 1.4[dB], since the proposed

schemes reuse the input motion vectors.
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Figure 9.3: PSNR vs. bit rate, for the flower garden sequence. Blue dots: one-pass
requantization. Black x: developed algorithm, reuse of intra modes, MB-level r-d
models. Red circles: developed algorithm, selective intra modes modification, MB-
level r-d models. Magenta x: developed algorithm, selective intra modes modification,
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Figure 9.4: PSNR vs. bit rate, for the football sequence. Blue dots: one-pass requan-
tization. Black x: developed algorithm, reuse of intra modes, MB-level r-d models.
Red circles: developed algorithm, selective intra modes modification, MB-level r-d
models. Magenta x: developed algorithm, selective intra modes modification, ex-
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PSNR vs. bit rate, mobile & calendar sequence
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Figure 9.5: PSNR vs. bit rate, for the mobile & calendar sequence. Blue dots: one-
pass requantization. Black x: developed algorithm, reuse of intra modes, MB-level r-d
models. Red circles: developed algorithm, selective intra modes modification, MB-
level r-d models. Magenta x: developed algorithm, selective intra modes modification,
exhaustive r-d evaluation. Green squares: re-encoding.
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Figure 9.6: PSNR vs. bit rate, for the foreman sequence. Blue dots: one-pass
requantization. Black x: developed algorithm, reuse of intra modes, MB-level r-d
models. Red circles: developed algorithm, selective intra modes modification, MB-
level r-d models. Magenta x: developed algorithm, selective intra modes modification,
exhaustive r-d evaluation. Green squares: re-encoding.
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The VQM score attempts to measure the subjective quality degradation (see sec-
tion 2.4) at a scale ranging from 0% (no perceived impairment) to 100% (maximum
perceived impairment). Fig. 9.7 to 9.9 depict its value vs. the bit rate. It has the
same general trend as the PSNR vs. bit rate graphs, and it consistently shows that
selective intra modes modification is subjectively better than their reuse.

VQM vs. bit rate, football sequence
T T T T 1

One-pass

Developed algorithm, reuse of intra modes,
MB-level r-d models

Developed algorithm, selective intra modes
modification, MB-level r—-d models
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Figure 9.7: VQM vs. bit rate, for the football sequence. Blue dots: one-pass requanti-
zation. Black x: developed algorithm, reuse of intra modes, MB-level r-d models. Red
circles: developed algorithm, selective intra modes modification, MB-level r-d models.
Magenta x: developed algorithm, selective intra modes modification, exhaustive r-d
evaluation. Green squares: re-encoding.
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Figure 9.8: VQM vs. bit rate, for the mobile & calendar sequence.
pass requantization. Black x: developed algorithm, reuse of intra modes, MB-level r-d
models. Red circles: developed algorithm, selective intra modes modification, MB-
level r-d models. Magenta x: developed algorithm, selective intra modes modification,
exhaustive r-d evaluation. Green squares: re-encoding.
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Figure 9.9: VQM vs. bit rate, for the foreman sequence. Blue dots: one-pass requanti-
zation. Black x: developed algorithm, reuse of intra modes, MB-level r-d models. Red
circles: developed algorithm, selective intra modes modification, MB-level r-d models.
Magenta x: developed algorithm, selective intra modes modification, exhaustive r-d
evaluation. Green squares: re-encoding.
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Overall, we conclude that the proposed model-based transrating scheme provides a
good trade-off between quality and computational complexity, as summarized in Fig.
9.10. As compared to re-encoding, it saves the run-time by a factor of about 4, on
average, with small PSNR loss at high to medium bit rates. By examining the graph
slopes in Fig. 9.10, we conclude that the the proposed system’s gain as compared to
the one-pass requantization is higher than the re-encoding gain as compared to the

proposed system.

Quality vs. computational complexity,
as compared to the proposed algorithm
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Figure 9.10: Quality vs. computational complexity, as compared to the proposed al-
gorithm. The quality is measured by the PSNR improvement, and the computational
complexity is measured by the run-time factor.

Computational complexity factor






Chapter 10

Conclusions and Future Directions

10.1 Conclusion

This research work concerns model-based transrating of H.264 coded video. New
requantization algorithms that incorporate models in p domain for H.264 were devel-
oped for two purposes. The first is to reduce the computational load of the optimal
requantization algorithms. The second is to provide a model for the requantized co-

efficients in the presence of block dependencies.

To reduce the average bit rate of an encoded sequence, we should allocate the bits
between the sequence frames. The simplest approach is to reduce the rate of each
frame at the same factor. However, due to the advanced coding features in H.264,
the overhead bits are not negligible, and such solution may leave too few bits for
coding the residual. Therefore, in this work, we implemented an optimal bit allo-
cation within a group of pictures, such that the average target bit rate is achieved,
at minimal overall distortion. To keep a smooth constant video quality, the frame
distortions were equalized. The first frame of each group of pictures is an intra-coded
frame, followed by inter-coded frames, which are temporally predicted from previ-

ously encoded frame. Due to the different characteristic of intra-coded frames and
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inter-coded frames, different requantization algorithms were developed.

The spatial prediction in H.264 intra-coded frames uses previously decoded neigh-
bor pixels in the same frame to predict the current block pixels. It introduces depen-
dencies between neighboring casual residual blocks. To avoid a noticeable drift error,
the frame is fully decoded and then encoded. We perform a guided encoding, which
uses already encoded information from the input bitstream. One option is to reuse
the input prediction modes, and thereby reduce the run-time of intra transrating by
a factor of 4, as compared to full modes search, at a cost of up to 1[dB] in PSNR (for
an intra-coded frame). The other option is to selectively modify the input prediction
modes where the coding efficiency is expected to improve (better quality at the same
rate). The selective mode modification achieves practically the same quality as the
full modes search, at a factor of about 1.6 less time.

The main bit rate reduction in intra-coded frames is achieved via uniform requan-
tization. That is, all frame macroblocks share the same requantization step-size. Due
to the residual block dependencies, the residual coefficients to be requantized are not
available in advance, when the requantization step-size should be selected. The step-
size selection uses the rate — p model suggested in the literature, but the estimation
of the relation between p and the requantization step size becomes a challenging task.
To this end, we propose a novel closed-loop statistical estimator, that models the
correction signal required for the residual coefficients. The correction signal is first
segmented into homogenous data groups that share the same characteristic. Then,
each group is fitted using a probability function, whose parameter is estimated from
input encoded information. Its incorporation yields a 3% average rate deviation from
the target, as compared to 10.8% average deviation, obtained using an open-loop

estimator for p.
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For inter-coded frames, we reuse the input motion decisions. The input frame is
partially decoded, up to its residual transform coefficients. These coefficients undergo
closed-loop correction and are then partially encoded. The non-uniform requantiza-
tion step-sizes are optimally selected, using rate-distortion models in the p domain.
To improve the subjective quality, we regulate the changes in the requantization step
sizes throughout the frame. Therefore, we suggest extending the Lagrangian opti-
mization in the following manner. At each Lagrangian iteration, where the relative
rate-distortion weight is set, we apply a dynamic programming algorithm that min-
imizes the overall frame cost, subject to the step-size change regulation. At the end
of each iteration, the achieved rate is compared to the target rate, and the relative
weight is updated correspondingly.

To reduce the computational burden of the optimization, we use rate-distortion
models at the macroblock level. As the models suggested in the literature are not
suitable for macroblock level coding in H.264, we developed macroblock level rate-
distortion models adapted to H.264 requantization. The models parameters are es-
timated based on the input encoded information. By incorporating the proposed
models, the average rate deviation from the target is 4.5%, rather than 24.7%, using
the models suggested in the literature. Also, the incorporation of macroblock level
models reduces the optimization run-time by a factor of about 3.5, on average, as

compared to an exhaustive optimization.

Overall, as compared to re-encoding (cascaded decoder-encoder), the proposed
system reduces the computational complexity by a factor of about 4, at a maximal
cost of 1.4[dB] in PSNR. In comparison with a simple one-pass requantization, the
proposed algorithm achieves better performance both objectively (PSNR gain of up

to 1.6[dB]) and subjectively, at the cost of twice the complexity.
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10.2 Main contributions

The main contributions in this work are summarized below:

e Closed-loop statistical p — (); estimator for intra-coded frames. A
novel closed-loop statistical estimator for the p — ()2 relation is proposed. It
overcomes the block dependency problem by modeling the correction signal of

the requantized residual.

e Non-uniform optimal requantization for inter-coded frames. We sug-
gest to select optimal requantization step-sizes, while regulating the step-size
changes throughout the frame, to improve the subjective quality. To this end,
we extend each Lagrangian iteration by a constrained dynamic programming
algorithm. To reduce the computational burden, rate-distortion models are

used.

e Macroblock level rate-distortion models in the p domain. Novel rate-
distortion models at the macroblock level, adapted to requantization in H.264,
are proposed. The unique rate — p model decomposition accurately describes
the context adaptive entropy coding used in H.264. The models parameters are

estimated based on the input encoded information.

10.3 Future directions

We see three main issues for future directions. The first and the second issues are
inspired by the re-encoding approach, whereas the third is related directly to the
proposed optimization.

The first of which involves the motion decisions. In this work, the input motion
decisions are kept, as part of the low computational complexity FPDT architecture
for inter-coded frames. As H.264 uses variable block size motion compensation, new

motion decisions at lower bit rates can improve the quality. This extension involves
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both motion partition modification and re-estimation of the motion vectors. Its in-
corporation will increase the system’s computational complexity due to two reasons.
First, to change the motion vectors, the input sequence should be fully decoded, which
means performing the motion compensation operation twice (both at the decoder and
at the encoder) instead of once (as done now). The motion decisions update itself
requires finding what new block partition (among many possible combinations) is
most suitable and re-estimating the corresponding motion vector(s).

The second extension is to enable the de-blocking filter. The de-blocking filter
was disabled in this work as we use the FPDT architecture for inter-coded frames,
whereas the filter is applied on the fully decoded sequence. Its incorporation can
further reduce block artifacts and improve the quality, at the cost of an additional
computational load, due to the full decoding of the input sequence and the adaptive
filtering operations.

The recommended encoder eliminates very sparse blocks to reduce the rate (at
increased distortion) using a simple elimination rule. When this rule was incorporated
as part of the proposed selective elimination, it gave minor improvement over the
optimal requantization. Incorporating a more sophisticated coefficients elimination

rule should improve its gain.






Appendix A

The H.264 Standard

H.264 is currently the most powerful state of the art video coding standard. It is
designed to improve the coding efficiency by a factor of about two over MPEG-2
(the same quality at half the encoded bit rate) [40, 54]. In this appendix we will
briefly outline the encoder scheme and the main new coding features that enable
the improvement in coding efficiency. Our algorithmic development is based on the
baseline profile, therefore the proposed system does not support interlaced video and
coding of B frames.

The video sequence is composed of groups of pictures (see Fig. A.1). Each Group
is called a GOP and starts with an intra-coded frame. The rest of the frames are
predicted temporally (inter-coded frames). Each coded picture, i.e. a video frame,
contains slices, where a slice is a unit which is encoded and decoded independently of
the other slices. A slice includes an integer number of macroblocks. Each macroblock
describes a picture region of size 16x16 pixels. Coding decisions such as quantization
step size and intra/inter prediction are controlled at the macroblock level.

In the sequel, we fill in details not given in Chapter 3, that are relevant to this
work. As this work concerns requantization of the transform coefficients, more focus

is given to the transform, quantization and entropy coding.
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Figure A.1: Coded video structure.
A.1 Intra prediction

Neighboring image blocks in intra coded frames often have a high spatial correlation.
To improve the coding efficiency, image blocks are predicted from previously decoded
neighbor pixels in the same image [40]. The prediction is performed in the pixel
domain, and is based on decoded pixel values of blocks at the left or above the current
predicted block. There are a number of prediction modes types: 4x4 luminance block
prediction, 16x16 luminance block prediction and 8x8 chrominance block prediction.
In addition, there is a possibility to encode the pixel values of the block directly

(without prediction and transform).

4x4 luminance block prediction

Small blocks prediction suits high detailed image regions. There are nine such pre-
diction modes, as illustrated in Fig. A.2. These include vertical and horizontal
prediction, averaging pixels from neighboring blocks and diagonal predictions that
match different textures, as explained in Table A.1 [40]. The best prediction mode

for each block is the one that minimizes the rate-distortion cost function.
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Figure A.2: Luminance 4x4 intra prediction modes.

Table A.1: Description of intra 4x4 prediction modes.

’ Mode name

|

Description

|

Vertical

Horizontal

DC

Diagonal Down-Left
Diagonal Down-Right
Vertical-Right
Horizontal-Down

Vertical-Left

Horizontal-Up

The upper samples A, B, C, D are extrapolated vertically.
The left samples I, J, K, L are extrapolated horizontally.
All samples are predicted by the mean of samples A...D
and I...L.

The samples are interpolated at a 45° angle between lower
-left and upper-right.

The samples are extrapolated at a 45° angle down and to
the right.

Extrapolation at an angle of approximately 26.6° to the
left of vertical (width/height = 1/2).

Extrapolation at an angle of approximately 26.6° below
horizontal.

Extrapolation (or interpolation) at an angle of
approximately 26.6° to the right of vertical.

Interpolation at an angle of approximately 26.6° above
horizontal.
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16x16 luminance block prediction

For relatively smooth image regions, the intensity changes within a 16x16 block are
small, and therefore it is better to predict the whole block with no further division.
There are four possibilities for such a prediction, as illustrated in Fig. A.3. The
vertical, horizontal and DC predictions are obtained similarly to the corresponding
4x4 predictions. In the plane mode, a linear plane function is fitted to the upper and

left samples (H and V in Fig. A.3) to predict regions of smoothly changing luminance.

Vertical Horizontal DC Plane

H | H |

"4 / /

VI e v : v Mean(H+V) v /
Lo 1 [ | » L _/

Figure A.3: Luminance 16x16 and chrominance 8x8 intra prediction modes.

H | H

vy

8x8 chrominance block prediction

Chrominance 8x8 blocks are relatively smooth (using a 4:2:0 color format). These are
predicted from their neighboring blocks using the same modes defined for 16x16 lumi-
nance block prediction. The same mode is chosen for both chrominance components

(U & V) of the same block.

Coding without prediction and transform (Intra PCM)

This coding mode allows to bypass the prediction and transform for an intra coded
block and to encode the pixel values directly [54]. Such block is encoded losslessly but
with poor compression. This coding type allows to accurately represent the content
of an anomaly block and poses an upper bound to the number of bits spent on coding

a block. Practically, this mode is rarely used.
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A.2 Motion compensation

Similar to previous standards, H.264 performs motion compensation to improve the
coding efficiency. The main new features enabled regarding motion compensation are
variable block size support and 411 pixel MV resolution [40].

Variable block size motion compensation allows assigning different motion to dif-
ferent macroblock parts. Homogenous image parts can be assigned with the same
motion, that is a large partition, whereas high detailed regions can have small parti-
tions. For the luminance component, these parts can vary from 16x16 pixel blocks to
4x4 pixel blocks, with many intermediate options in between. Fig. A.4 depicts the
allowed partitions for a luminance component of one macroblock (16x16 pixels). It
can be partitioned using one of the four possibilities: {16216, 1628, 8216, 8x8} shown
in the top row. If the chosen option is 8x8, then each of the four 8x8 blocks can be
further partitioned using one of the four possibilities :{8z8, 8x4, 428, 4x4} shown in
the low row of Fig. A.4. The chrominance components share the same motion vectors

as the luminance component, up to a scale factor due to their decimation.

16x16 16x8 8xl16 8x8
0 ° of1 04!
1 213
8x8 Bxd 4x8 4x4
0 011
0 0]1
1 213

Figure A.4: Variable block size motion compensation. Top row: optional macroblock
partitions (16x16, 8x16, 16x8 and 8x8), low row: optional 8x8 block partitions (8x8,
4x8, 8x4 and 4x4).

The motion vectors have a 21; pixel resolution (in the luminance component), where
the interpolation is composed of two stages. First, a % pixel interpolation is performed
using the 6-tap FIR [1,—5, 20,20, —5, 1] separably in the vertical and horizontal di-
mensions. Then, the % pixel interpolated samples are averaged to obtain the %1 pixel

samples.
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A.3 Transform

The transform defined in H.264 is carried out on small 4x4 blocks. The core transform
is an Integer Cosine Transform (ICT) [28] that can be implemented at low computa-
tional cost using just shifts and adds, as it transforms integer pixel values to integer
transform coefficients. It is defined by CXC7T, where X is an 4x4 pixels block and C

is the transform matrix of (A.1).

2 1 1 1
2 1 -1 =2

C = (A.1)
1 -1 -1 1
1 -2 2 -1

To approximate the 4x4 DCT, additional scaling is required, and is incorporated in
the quantization process. The standard defines scaling factors that are slightly altered
as a function of the quantization step size. The average scaling factors are given in
(A.2). The scaled transform coefficients are then obtained using (A.3), where the

operator .x denotes pointwise multiplication.

0.25 0.15811  0.25  0.15811
0.15811 0.1 0.15811 0.1
0.25 0.15811  0.25  0.15811

0.15811 0.1 0.15811 0.1

Y =CXCT. .+« E (A.3)

For smooth regions, coded as 16x16 luminance intra prediction blocks or any
8x8 chrominance blocks, some spatial correlation remains between the 4x4 transform
blocks. Therefore, a Hadamard transform is carried out on the grouped DC coeffi-
cients of that smooth macroblock. The grouped DC coefficients can either form a

block of size 4x4 for 16x16 luminance intra prediction blocks (where the matrix of
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(A.4) is used) or of size 2x2 for a chrominance block (where the matrix of (A.5) is

used). The overall two-phase transform is illustrated in Fig. A.5 for a macroblock

whose luminance component is predicted using a 16x16 prediction.

1 1
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Chroma DC terms blocks
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4x4 Integer

Cosine Transform

Figure A.5: Two-phase transform illustrated for a macroblock whose luminance com-

ponent is predicted as intra 16x16.

A.4 Quantization

The standard defines 52 quantization steps that grow logarithmically with the quan-
tization parameter QP, where an increase of 6 in QP corresponds to a step-size factor

of 2 (a factor of about 26 = 1.12 between consecutive step sizes). The step sizes

16x16 Macroblock
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Table A.2: Quantization steps. QP is the quantization parameter (index), and the
step size grows logarithmically with QP.

QP 0 1 2 3 4 5 6 7 8
step size || 0.625 | 0.6875 | 0.8125 | 0.875 | 1 | 1.125 | 1.25 | 1.375 | 1.625
QP 9 10 11 12 13 14 15 16 17
step size | 1.75 2 2.25 25 | 275] 325 | 3.5 4 4.5
QP 18 19 20 21 22 23 24 25 26
step size 5 5.5 6.5 7 8 9 10 11 13
QP 27 28 29 30 31 32 33 34 35
step size 14 16 18 20 22 26 28 32 36
QP 36 37 38 39 40 41 42 43 44
step size 40 44 52 56 64 72 80 88 104
QP 45 46 47 48 49 50 51
step size 112 128 144 160 | 176 | 208 | 224

defined cover a wide range, starting from 0.625 to 224, see Table A.2. The step sizes
for the chrominance components are finer than those of the luminance component,
and defined using a mapping of the quantization parameter. In the recommended

reference software, the quantizer has a deadzone, dz, set according to the block type:

Intra coded block

dz = (A.6)

D~ Wl

Inter coded block

The quantization process for a scaled coefficient Y with step size () and deadzone dz
is defined by:

Z =sgn(Y) - L% + dz| (A7)

A scaled coefficient that underwent the Hadamard transform has a different effective

quantization step size, according to:
e 4Q(QP) - DC coefficients of 16x16 prediction modes
e 2Q(QP) - DC coefficients of chroma prediction modes

e Q(QP) - 4x4 prediction modes and AC coefficients of the others
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A.5 Entropy coding

There are two main types of data that is entropy coded. The texture bits describe

the residual coding whereas the overhead bits are spent on coding side information.

A.5.1 Texture bits coding

Introduction

The entropy coding used in H.264 baseline profile for coding the quantized transform
coefficients is called Context Adaptive Variable Length Coding, or simply CAVLC
[40]. It translates a 4x4 quantized indices block to a sequence of code words. The
CAVLC was designed in order to take advantage of the quantized blocks characteris-

tics, as listed in Table A.3.

Table A.3: Characteristics of quantized blocks and their usage in the CAVLC.

’ Characteristic \ CAVLC usage
Blocks are usually sparse Uses run-level coding
The number of non-zero coefficients Predict the number of non-zero
in neighboring blocks is correlated coefficients in the current block

and switch between the VLC
tables accordingly

The highest frequency non-zero Treat these 1 as special levels, where
coefficients are usually +1 only the sign should be encoded
The magnitude of non-zero coefficients Switch the level’s code table choice

tends to be larger at the lower frequencies | based on the previous coded levels.

Definitions
e TotalCoeffs - The number of non-zero coefficients in the block

e TrailingOne - Coefficient at the end of the scanned block, whose value is +1.

There can only be maximum three trailings.

e Level - The value of a non-zero coefficient which is not a trailing (including the

sign)
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e TotalZeros - The number of zeroed coefficients from the DC coefficient (includ-

ing) to the highest frequency non-zero coefficient

e RunBefore - The number of zeroed coefficients preceding each non-zero coeffi-

cient
e ZerosLeft - The number of zeros left to encode

After a zig-zag scan of the block, it is translated to a set of syntax elements by
scanning its values from the highest frequency to the lowest frequency.

For example, a 4x4 quantization indices block:

0 3 —-120
0 -1 1 0
1 0 0 O
0 0 0 0

After zig-zag scan, the reordered block is: 0,3,0,1,-1,-1,0,1,0. . .
This set of values is translated into the following syntax elements, as described in

Table A 4.

Table A.4: Example for the CAVLC syntax elements decomposition of one block.

] Syntax Element \ Value ‘
(TotalCoeffs, TrailingOnes) (5, 3)
TrailingOne sign (4) + 0
TrailingOne sign (3) - 1
TrailingOne sign (2) - 1
Level (1) 1
Level (0) 3
TotalZeros 3
RunBefore (4) ZerosLeft = 3, RunBefore = 1
RunBefore (3) ZerosLeft = 2, RunBefore = 0
RunBefore (2) ZerosLeft = 2, RunBefore = 0
RunBefore (1) ZerosLeft = 2, RunBefore = 1
RunBefore (0) ZerosLeft = 1, RunBefore = 1
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Syntax elements and tables

(TotalCoeffs, TrailingOnes)

This syntax element describes the combination of the number of non-zero coeffi-
cients in the block (between 0 and 16 for a 4x4 block) and the number of trailing ones
(between 0 and 3). If there are more than three £1 at the end of the block, only the
last three are considered as trailings, and the rest are coded as regular coefficients.

There are 4 different tables for this element (see Fig. A.6).

(TotalCoeffs, TrailingOnes) code length (Table 1) (TotalCoeffs, TrailingOnes) code length (Table 2)

n

NumTrailings
NumTrailings

—y

5 10 0 5 10 15

TotalCoeffs TotalCoeffs
(TotalCoeffs, TrailingOnes) code length (Table 3) (TotalCoeffs, TrailingOnes) code length (Table 4)
15
3
é 2 é’) 2 10
3 g
'_
E 1 £ 1
=z =z 5
0
: ‘ : 0
0 5 10 15
TotalCoeffs TotaICoeffs

Figure A.6: The 4 tables for coding the (TotalCoeffs, TrailingOnes) syntax element.
Horizontal axis: TotalCoeffs, vertical axis: TrailingOnes. The color describes the
code word length (warmer colors for longer codes).

First, we should note that TotalCoeffs>TrailingOnes and thus non-feasible com-
binations of (TotalCoeffs, TrailingOnes) do not have a code word (darkest blue color
in the tables). All variable length tables assign a short code to the common combi-
nation of (TotalCoeffs, TrailingOnes)=(0,0), that is an all-zero block. In case such

block is encoded (see coded block pattern description), its texture bits include only
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the (TotalCoefs, TrailingOnes) syntax element. Table 1 is biased towards small num-
bers of coefficients such that high values of TotalCoeff are assigned with particularly
long codes. Table 2 is biased towards medium numbers of coefficients (TotalCoeff
values around 2 ~ 4 are assigned relatively short codes). Table 3 is biased towards
higher numbers of coefficients and Table 4 assigns a fixed six-bit code to every feasible
combination of (TotalCoeff, TrailingOnes).

The choice of the table depends on the number of non-zero coefficients at the left
and upper neighbors of the block, denoted by 7y ¢, 7., respectively. The expected

number of non-zero coefficients in the current block is predicted by:

(

Tound(W) if both are available
Ny ft if only the left is available
Nyp if only the upper is available
0 if nither are available

\

Then, the VLC table to be used is chosen according to:

4

1 n=20,1
2 n=23
TN = (A.9)
3 n=4,506,7
4 else

TrailingOne sign
The sign of each trailing is coded with one bit (1 for - and 0 for +). The trailings

are coded in reverse order from the highest frequency towards the lowest frequency.
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Level of the remaining non-zero coefficients

The level (magnitude and sign) is encoded in reverse order from the highest fre-
quency towards the lowest frequency. There are 7 different tables for the level coding,
see Fig. A.7. The code word length depends on the magnitude of the level and
includes its sign. As the table number increases, it assigns shorter codes to bigger
coefficients. The choice of the table is updated after each level is coded !! (context
adaptive) in the following manner. If the coefficient’s magnitude exceeded a certain
threshold, the table number is increased. The highest frequency coefficient is coded
with table #0 and the first threshold is zero, so that the next coefficient is encoded

by table #1. These thresholds are given in Table A.5.

|level| code length

115

table number

50 100 150 200 250
|level|
Figure A.7: The 7 tables for coding the Level values. Horizontal axis: Level magni-
tude, vertical axis: table number. The color describes the code word length (warmer
colors for longer codes).

Table A.5: Level tables updating.
] Current table number \ Threshold to increment the next table number ‘

0 0

3

6

12

24

48
Last table

DD U W N
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TotalZeros

The number of zeroed coefficients from the DC coefficient to the highest frequency
non-zero coefficient is encoded separately. The reason is that most blocks contain a
number of non-zero coefficients at the start of the block. Given the TotalZeros, the
zero-run for the lowest frequency coefficient need not be encoded.

TotalZeros can take values between 0 and 15 (TotalZeros=16 is an all zeroed
block). Since TotalZeros+TotalCoeffs< 16 , the code table for TotalZeros is chosen

according to the TotalCoeffs value (there are 15 different tables, see Fig. A.8).

TotalZeros code length

TotalCoeffs

0 5 10
TotalZeros

Figure A.8: The 15 tables for TotalZeros. Horizontal axis: TotalZeros, vertical axis:
TotalCoeffs. The color describes the code word length (warmer colors for longer
codes).

RunBefore

The number of zeroed coefficients preceding each non-zero coefficient is encoded
in reverse order from the highest frequency towards the lowest frequency. Since the
zero-run for the lowest frequency coefficient need not be coded, the run can take
values between 0 and 14. There are 7 different tables for the run code (see Fig. A.9).
The choice of table depends on the number of zeros left to encode. For example, if

ZerosLeft=2, then run can be 0, 1 or 2 and a two-bit code word is selected.
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RunBefore code length

ZerosLeft

0 2 4 6 8 10 12 14
RunBefore

Figure A.9: The 7 tables for RunBefore. Horizontal axis: RunBefore, vertical axis:
ZerosLeft. The color describes the code word length (warmer colors for longer codes).

A.5.2 Overhead bits coding

The overhead bits describe coding the side information, that includes intra prediction
modes, motion vectors and partitions, quantization parameters, coded block patterns,

etc. Basically, all side information is encoded using the Exp-Golomb code, as listed

in Table A.6.

Table A.6: Exp-Golomb code-words.
’ Code number \ Binary code word \ Code word length ‘

0 1 1
010
011

00100
00101
00110
00111
0001000
0001001

O O Tt Wi+~
~ ~J Ot Ot Ot Ot W W
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Intra prediction modes coding

For each intra coded MB, the encoder signals the relevant prediction modes as side

information [1]:
e Luminance prediction modes: Either one 16x16 mode or 16 4x4 modes.
e Chrominance prediction mode

For intra 4x4 prediction, the encoder uses the correlation between neighboring
prediction modes. A "most probable mode” is defined as the minimum between the
upper block mode and the left block mode. If either is unavailable for the prediction
(out of slice / out of picture / coded as 16x16 prediction), the "most probable mode”
is set to the DC prediction mode. In case the chosen mode is indeed the expected
"most probable mode”, it takes one bit to encode it. Else, 4 bits are required.

The encoder signals the 16x16 mode as part of the macroblock type, at a cost of
approximately 9 bits. The chrominance prediction modes cost are {1,3,3,5} for the

{DC, horizontal, vertical and plane} modes, respectively.

Motion vectors and block partition coding

For each non-skipped MB, both the inter mode(s) and the MV(s) are encoded. The

inter modes bit-cost changes with the block partition according to [1]:

1 16x16 partition
3 16x8 or 8x16 partition (A.10)

54 34, Cost(subpartition),) 8x8 and finer partitions

where

1 8x8 sub partition
Cost(subpartitiony,) = ¢ 3 8x4 or 4x8 sub partition (A.11)

5 4x4 sub partitions
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Due to the high correlation between neighboring MVs, each MV is first predicted
from its neighbors using a median predictor (at each coordinate). The two compo-
nents of the differential MV obtained are then encoded using an Exp-Golomb table.

Obviously, a finer partition requires coding more MVs which costs more bits.

Quantization parameter

The quantization parameter QP is encoded differentially, that is,
AQP = QP — Q) Pp,e, is encoded, where Q) Pp,.,, QP are the quantization parameters
of consecutive macroblocks. The cost in bits of the AQ P transition increases with its

absolute value, such that [1]:

1 AQP =0
3 |AQP| =1
5 2<|AQP<3
cost(Q Pprey, QP) = cost(AQP) =< 7 4 <|AQP| <7 (A.12)
9  8<|AQP| <15
11 16 < |AQP| < 31
etc.

As a result, many rate control algorithms for H.264 limit |[AQP| to take small

values (up to 2).

Coded Block Pattern

The Coded Block Pattern (CBP) indicates what blocks within a macroblock contain
coded coefficients. If a 8x8 indices block is all-zeroed after the quantization, it is
signalled as zero in the coded block pattern and no texture bits are spent on coding

it.
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A.6 Selective coefficients elimination

To improve the coding gain, the recommended reference software [1] performs expen-
sive coefficient elimination for inter-coded blocks. A sparse block is considered as a
candidate for elimination if it is all zeroed, except a few trailing-ones. The decision
whether or not to eliminate such a block depends on the number of its trailing-ones
and their location inside the block. A cost function is defined at the 4x4 block level

for quantized indices whose magnitude is 1, according to their location in the block:

3210
2100
1 000

0000
Quantized indices whose magnitude is 0 have zero cost, and those with a magni-
tude bigger than 1 have an infinite (or any other number higher than the thresholds

described next) cost.

e For each luma 8x8 block, the sum of costs of its internal 4x4 blocks is calculated.

If it is below a threshold (which is 4), the block is zeroed, otherwise it is retained.
e If a luma macroblock has a total cost below a threshold (which is 5) it is zeroed.

e The same rule goes for 8x8 chroma blocks, but only AC coefficients are can-
didates for zeroing (elimination may result in a 8x8 block that contains DC

coefficients only) with a different threshold (which is 3).
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Optimal GOP Level Bit Allocation

In this section we describe the solution of the optimization problems discussed in

section 4.2.1 for model-based GOP level bit allocation.

Using the frame level rate — p and distortion — p models:

R (pr) = 01— pr) (B.1)

Di(pr) = o exp(—ar(l — pr)) (B.2)

we eliminate the p; dependency, and express the rate R in terms of the re-

quantization distortion Dy (B.3), and vice versa (B.4).

Rtewture(D) — @ln(o__l%) (B 3)
k F (67 Dk ’
Rtez’ture
Di(RiE) = o - eap(—ap—t—) (B.4)
k

B.1 Overall distortion minimization

The first optimization problem discussed in section 4.2.1 is (4.8):

135
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subject to:

tezture texture
E R < RGOP,target
We convert the constrained problem into an unconstrained problem using the

Lagrangian cost function and the distortion-rate relation (B.4):

texture N

: texture texture
{Rgilg}m} L= {REEEW} Z Of - exp — Qg 9 )+)\ [; Rk: - RG’OP,target] (B6)

Differentiating according to the optimization variables { R;}& , (B.7) and according

to the Lagrangian parameter (B.8):

aL Rtewture
R, aj - exp(—ay kek ) - (—%) +A=0 (B.7)
= Rtexture . é& l ( O-I% )
" R Sk A
aL Y exture exture
5 = Z R}fc ! - REOtP,ta’/‘get =0 (B8)
k=1
where &, = Z—’Z.
Substituting (B.7) into (B.8), we get:
N o2
Z gk : ln(g_)\) = Rggtlg;nget (Bg)
k=1 k
L () = S (G — BB e
ch\[:1 fk
And the frame level bit allocation is (4.9):
Rtemture _ é’k . ln(o-_l%) 4ok gk’ temture kaln ) (B 10)
target,k — GOPtm‘ et .
? &k Z]kvzl gk !

Using (4.9) and (B.4), the distortion allocation is:

N o?
Zk:l gk ' ln(g_:) - Rtégtgj;fwget

Z]kvzl &k

Dy, =& - exp( ) (B.11)
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B.2 Equalizing frame distortions

The proposed equal-distortion optimization problem discussed in section 4.2.1 is

(4.12):

min ZDk Pk) (B.12)

Rteztura}

subject to:

N

D R (pr) < REGE et
k=1
Di(p1) = Da(p2) = ... = Dx(pn)

We use the equi-distortion constraint, and denote by v these distortions, v = Dy
for 1 < k < N. As a result, minimizing the total distortion fo:l Dy, is equivalent
to minimizing N+ or simply minimizing 7. Substituting v and (B.3) into the target

rate constraint, we get

N
RESHiea = DR (B.13)
N N N
O o2 O, O
= Do () =30 (o) —In(n) 3ok

Therefore, the distortion is:

ln o Rtexture
ln(v) _ ln(Dk) _ Zk 1 ( k) GOP,target (B14)
Zk 1 S
=1 a
D & (08) = BB iorgr

Ziv:1 gk

where &, = 2—’;. And the target texture bit allocation for each frame is:

Dy = exp(

N exture
Rteajture — gk . [ln(o_z) i ZkZI é-k ’ ln<0-k‘) RtGOtPtaTget]

target,k ZN
k=1 &k

(B.15)
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[' Probability Distribution

In this section we describe the I' probability distribution, used in section 5.2.4 for

modeling the closed-loop correction signal distribution.

C.1 Definition

The probability density function for the two-sided I' distribution is defined as [35]:

px(e) = ﬁ\/% cap(~Blal} )

where 3 > 0 is the scale parameter. As we decrease (3, the distribution gets wider
(see Fig.C.1).

The CDF (Cumulative Distribution Function) is defined by:

1 1
=+ —=['(62,0.5 x>0 1 1
Fx(z)=4¢ 2 *7 ( ) =5 T sgn(e)5=T(Blz],05)  (C2)
Lo SLD(—f2,05) =<0 a
where the I' function is defined as:
[(x) = / t"exp(—t)dt (C.3)
0
and the incomplete I" function is defined as:
['(a,z) = / t" texp(—t)dt (C.4)
0
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CDF(x), I" distribution, B parameter
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Figure C.1: CDF for the I' distribution, where (3 is a parameter.

Evaluating I'(a,0.5) requires a computational procedure that is based on Taylor’s
series and continued fractions [11, 3]. During our estimation of the p — @)y relation,
I['(a,0.5) needs to be evaluated multiple times, which makes this task computationally
expensive. To reduce that computational load, we evaluated once I'(a,0.5) at a high

resolution set of a values and saved the results in a look up table (LUT).

C.2 Maximum likelihood parameter estimation

We now show how to find the maximum likelihood (ML) estimator for the parameter
B. The log-likelihood function for N data points z,xs,...,zy (assuming all data

points are mutually independent) is:

log(px (x)) = ngé\/g)) —05% loglail =83 |ui (C5)

By differentiating with respect to 3:

3eapx(a)) = 55 = >l =0 ()

we get that the ML estimator is inversely proportional to the mean of absolute data
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values:

0.5N

In case the data is all zeroed, we get B = oo, that matches

B = (C.7)

limg_,oo px(x) = 0(z) .
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NNYNIN NHONN NN THMONN P2 INYN TINNIYD SY NIDR GO, PYY YN Nipon INT)
“NOHN TPIR INAIN Inter NOHN MNON MTNHPN MINN Intra NON NNON NN NP 973
Jnter 101 Intra NOHN NNON TV NAWN AR SWA N¥NIPN DMK MNP MTTPR M

DONY PNVDLIMP-NI MDTPINON 1NIY N

NI NN 2172, 99150 >HNNN TN 2ANI NN H.264 jpNa Q0N Intra NON MINONI
-INYD TN P2 MZNT BN 22NN NN ITTP 119V DDV DPI17aa DYJ0P9 23y 7NN

TNONN TIX MIVEY ¥, PYY TPRII NN NINADY 0D 3T DIOMD DPIvaa D TNpnn 1



xiii Epn

SY NN NN NYI NI, TITIV WD WIND TIPPN YT NN TTIPY W) NI 7NN
453 5Y NIDN PYN DPNPHRN MPNHN NNN T Iy TRNT NN HNK MIVON 1D NNONN
DN TP DMNA 77, 7PDOPIO NN DISIND TN MY NN MY MIWON DN
YDLPIDN DIIND NMPY AN IMN NIV INY NV TPN YN, TIPPN MPWA AN 1O
DN 1.6 59 J¥ DA IOON TIN NI A¥72 N9 DINN YVIDN J¢ MPNA NN TIN DU
=10 SY PR IPYPOMP-NT > 59 NYNATN Intra NON MNONA TPIPYN 28PN NTIN

TYNN NPNA NNONI DPIYAN 9 MY MHPOLIMP-NT TYS N TPHI I, NIBINN N0
D HY PYPONMPN KT DDOND DNN PAY AN P IWPY TNIODL Y¥IHBN HTIN TR
MO NN WIN 9T NN PIPOIMP-NIN TYS P DIDAND NN P2 WPN TN TIWYY
STN TR PN TPYNY TPINUD TN S 770000 DTN YITIN NN N TN PONDD
NP NRY NP T NIMAND 190 INKT TN NP HNIN TN IPRIN NPT )7
YN HTIN 1DI02 TINOBN NP TINN Y1 29 5Y DX NN TN WND PVDIVLD
DN TIWYN NNNIND 2873 10.8% YW NPV TIMYY NNONI NXIN AP 3% SW PPT IWOND

DIN9S NI DXOIND

NNONN NDAY IYNNN PNOVPI YHNYN INND DIWSN NN Inter NON MNONI
NNN2 NTTPN N ITPINYD TN DY DWNNN MDTPNS Ty 50P5N NNINI NN ND2I01
JPOLAN NN DXIN) FPEVPOLMP-NIN PTYN DNTPHNN DY IO NN NN NS 7PN
NBN MK DY NNYI >TD . DPOINN MNN DV 7PNPNDD MWD ANPO DOTINA vy T
DNONN TINA TPIPLINPN TYS Y NPV DTN DX 2202 MDD YN, PY7 YN Npon
SPYNN Yap) N2 TSIV 992 NN I9IND TPINIININ TPNDDVNIND NIN NN DIWNN DN
VO NNONNT MDPT NMIDN SY DIPININ YN, PHNN TPINPN MPYN NI 28PN SV 20NN
75 DYDA 21727 P02 P2 TYSN IPY NN NN TN, PNND TIONPND X IWNNY DITYNN
IPYNM ,NMONT NXIN ANPN NI NN DXTYSN NMPXOT IY WD 28PN 7T72) 7 P¥ION
LDONNNA PTIVR 20NN
NNYN ,DXOIND NN Y 7PNPNGD INYI) AXPY TS0 DIYNINN DITIHN DY NPNI TINN
-INIINN ,DVTN DTN DIWNN NN 129 H.264 -1 7192 S P¥9R91 DN DPN ONY
TTPRN YTHRN TIND DWW D5TINN VNI H.264 -1 P17aN NN PIVPLMP-NI O
24.7% W2 WITIN AN 4.5% S¢ PYTO NaAn DIYSIND DOTINN 1IPY NP1 NNONI

JN902 DYNIND DJTINT DXVNNVNYD



Xiv xRN

-V DY FPNIN NYWIZ NNV L4 29 2WPNN Y3 N NIXPN NYSIND NIIWNN 55N 7O
D520 2y TR 72YN2 NOVIV MPIPOLMP-NT IVWY PSNR -1 1.4[dB] 5¥ Pnna x50 TP
-2 1.6[dB] Ty 2¥ NM) 1PAMLVPMAIN N INY DAV DY DIPWHD NYNIND NIIWNN NN

2WPNN NP0 NP9ON DY PHna VP10 1 (PSNR



