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ABSTRACT 
 

The HILN (harmonic, individual lines, and noise) audio coder is 
included in the MPEG-4 audio standard for coding audio signals 
at very low bit rates (at and below 16 kbps). It uses a parametric 
model to efficiently represent audio signals under low bit rate 
constraints.  
In this paper we propose several improvements to the estimation 
and coding of the HILN model parameters. These include: 
estimation of the frequencies of closely spaced tones, estimation 
of multi-pitch periods, improved amplitude representation of 
harmonics, and better use of the underlying perceptual model. 
The proposed improvements result indeed in better audio quality, 
manifested in a 0.4 points improvement in EAQUAL score, used 
for evaluating the audio quality, as compared to HILN, at both 16 
and 12 kbps. 
 
 

1.  INTRODUCTION 
 

In the context of evolving multimedia applications new demands 
for very low bit rate audio coding arise. Coping with limited 
resources such as the bandwidth of transmission channels and 
memory for storage applications requires high coding efficiency.  
      In the last decade, there has been a widespread use of MPEG 
standards for audio compression, such as MP3 (MPEG-1 layer 
3), AAC (Advanced Audio Coding), Twin-VQ (Transform 
domain Weighted Interleaved Vector Quantization), and HILN 
(Harmonic Individual Lines and Noise) [1,2,3]. The later 
standards have produced coding techniques for audio signal 
compression at very low bit rates (16 kbps and below), although 
at reduced audio quality. All standards are designed to 
extensively exploit the properties of signal perception by the 
human auditory system, and therefore prevent redundant coding 
of information which will not be heard, anyway, by the human 
ear. The reason that high compression is feasible is the limited 
sensitivity of the human ear [4]. This is reflected, for example, in 
the fact that some sounds are masked by certain louder sounds. 
This means that masked sounds need not to be coded, reducing 
the amount of information needed to represent the audio signal. 
Consequently, the masking property is one of the most important 
factors in attaining good audio compression. 
      This paper focuses on improving the HILN parametric model 
for audio signals (speech and music) sampled at 16 KHz and 
coded at a low bit rate of 16 kbps (one bit per sample) and below, 
to obtain better subjective audio quality. 

      The organization of the paper is as follows: Section 2 gives 
an overview of the HILN parametric model. The improved HILN 
is described in Section 3. Results of tests evaluating the 
subjective quality of the improved HILN are presented in Section 
4 and conclusions are drawn in Section 5. 
 
 

2. THE HILN MODEL 
 

The HILN coder is included in the MPEG-4 Audio standard 
targeted for coding audio signals at very low bit rates. This 
model is based on the decomposition of the input signal into 
audio objects, which are described by appropriate source models 
and are represented by model parameters [5, 6].  The audio 
objects are individual sinusoids, harmonic tones and noise. 
The model represents the audio signal as a finite sum of 
sinusoids. Each of the L sinusoids is described by its frequency 
fi, amplitude ai and phase φi: 
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Because of the low phase sensitivity of the human ear, sinusoids 
phase information is not transmitted; on the other hand it is 
essential to ensure phase continuity of sinusoidal tracks [5-9].  
A harmonic tone object is characterized by its fundamental 
frequency (pitch) and the amplitudes of all harmonic partials. A 
noise object is described by its power spectral density and 
therefore is represented by parameters relating to intensity and 
spectral shape. 
      Due to the very low target bit rate, only the parameters of a 
small number of components can be transmitted. Therefore an 
auditory perception model is employed to select those 
components which are most important for the perceptual quality 
of the signal.  
      The parametric model analysis is done on a frame by frame 
basis, because most audio signals are quasi-stationary, i.e., their 
properties change slowly with time. For each time frame 
(typically of 32 msec in duration) a set of model parameters is 
computed which describe the input signal in this frame. The 
frames are transformed to the frequency domain, where the 
decomposition into audio objects is done.  
The sinusoid components are extracted iteratively, using an 
analysis by synthesis loop, which exploits the properties of sound 
signals perception by the human auditory system. In each 
iteration, the most prominent sinusoid above the masking 
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threshold is found. Hence, the most important components for 
sound perception are extracted first. This allows a measure of 
control over the total number of sinusoids which will be 
extracted, according to the desired bit rate.  
      The extraction of the sinusoids is followed by fundamental 
frequency estimation, which describes the frequencies of many 
harmonics as multiples of the fundamental frequency. The 
remaining sinusoids, which do not match an integer multiple of 
the fundamental frequency, create a set of individual sinusoids. 
The residual signal, obtain after removing all the extracted 
sinusoids from the input signal, is considered a noise-like signal. 
 
 

3. IMPROVED MODEL 
 

The HILN model has several disadvantages that are addressed 
below. 
 
3.1  Estimation of closely spaced frequencies  
 
In HILN, Two closely spaced sinusoids may be detected as a 
single sinusoid, because of frequency resolution limitation. In the 
improved model, a new technique for identifying closely spaced 
components is applied. The technique is based on maximizing 
the correlation between the sinusoidal representation of the 
estimated components and the input signal x(n). This approach 
attempts to minimize the model fitting error E, 
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where fs is the sampling rate frequency, w(n) is a window 
function and the frame length is N samples. 
For efficient analysis this equation is written in the frequency 
domain, where X is the FFT of the input signal, A is vector of 
spectral coefficients and Q is a matrix having L columns with 
each column representing the window function frequency 
response shifted by fi: 
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The unknown parameters are the spectral coefficients, the 
frequencies, and their number - L. Given the frequencies it is 
possible to solve the linear equations for the spectral coefficients 
in A which minimize E so their explicit appearance is eliminated. 
This reduces the size of the parameter space. The (complex) 
spectral coefficients are given by 
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Substituting this expression for A in the above error expression, 
we note that the error E can be rewritten in terms of the matrix Q 
as follows: 
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E is minimized by maximizing XTPTX, where PT is dependent 
only on the sinusoid frequencies (independent of the amplitudes). 

      The calculations in the frequency domain enables a 
calculation of the minimum of this equation over a reduced 
frequency band (focusing on a relevant frequency region) so that 
X and Q includes only the relevant frequency bins. 
      For the case of two sinusoids having closely spaced 
frequencies, we set L=2. Fig. 1 shows the three-dimensional plot 
of the expression XTPTX as a function of two frequencies. The 
global peak location in the three-dimensional plot gives the 
estimates of the two frequencies, one along each axis. 
 

 
Fig. 1: Plot of the error surface as a function of two frequencies. 
In this example the frequencies of the two sinusoids are 130Hz 
and 140Hz. 
  

 
3.2  Multi-Pitch Estimation 
 
The HILN uses a single pitch, which may yield a poor 
representation of complex audio signals that typically have more 
then one pitch. Usually, there are very few harmonic components 
which are represented by a single pitch, leaving out many 
individual sinusoids. Therefore, many sinusoids won't be coded, 
due to the lack of transmission bits.  The improved model uses a 
new technique for multi-pitch estimation, based on searching of 
fundamental frequencies that maximally cover a given set of 
frequencies. 
      It is an iterative process that determines dominant pitch 
values (fundamental frequencies). Each iteration works on the set 
of frequencies that are not represented by any fundamental 
frequencies detected earlier. In the first iteration the set contains 
all existing individual sinusoids frequencies. Each frequency fi 
contributes to a decision function by applying a comb function 
on the integer divisors of fi, as shown in Fig. 2. The frequency 
divisors lie within the search band, which is between 50Hz to 
2000Hz. 
      Summing up all the comb functions gives a decision function, 
whose maximum value represents the dominant fundamental 
frequency. Fig. 3 shows an example for this decision function 
(for the set of frequencies: 100, 300, 600, 900, 1200 and 3000 
Hz). The y-axis shows the number of harmonics which can be 
represented by a specific frequency. As it can be seen from Fig. 3 
the maximal value results in 100Hz. This means that the 
frequency 100Hz gives maximal cover for all 6 frequencies, so it 
will be chosen to be the fundamental frequency. In practice, two-
fundamental frequencies were found sufficient for efficient 
representation. 
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Fig. 2: Comb function showing the optional frequencies. 
In the example, we look for a fundamental frequency that 
represents the frequency 3000Hz. The frequency divisors appear 
at 1500Hz (division by 2), 1000Hz (division by 3), 750Hz 
(division by 4), and so on. 
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Fig. 3: Searching for fundamental frequencies by maximal cover. 
In this example the input set of frequencies are: 100, 300, 600, 
900, 1200 and 3000 Hz. The frequency of 100Hz provides 
maximal cover. 
 
3.3  Amplitudes Representation 
 
The HILN represents the harmonic amplitudes by a coarse 
spectral envelope. The spectral envelope is represented by a set 
of LPC coefficients. Usually, the envelope gives a large 
deviation from the true amplitudes, which usually causes a 
significant degradation in sound quality. 
The improved model better represents the amplitudes of the 
harmonic partials by a modified spectral envelope, using an 
iterative method for calculating the LPC coefficients to adjusts 
the harmonic amplitudes to the model amplitudes (obtained by 
sampling the envelope), in addition to reducing the amplitudes 
dynamic range and the inclusion of perceptual properties of the 
human auditory system in the calculations [11]. While 
conventional LPC modeling accuracy depends on the spectral 
shape, it may be more appropriate to increase the accuracy for 
perceptually more important frequencies.  This is achieved by 
warping the frequency scale to devote a larger portion of the total 
spectrum modeling accuracy to these frequencies [11]. 
Furthermore, we added the option of matching two spectral 
envelopes to even and odd harmonics separately, whenever the 
bit rate permits.  
      In the iterative method the LPC coefficients are calculated on 
a synthesized spectrum [11]. The LPC coefficients define the 
spectral envelope and thus the model amplitudes. The first 
iteration is a regular LPC computation that typically results in 

amplitudes that are either too low or too high, as compared to 
target amplitudes, as shown in Fig. 4(a). The plot shows the 
spectrum, where each peak represents the amplitude and 
frequency components. 
      Next, the distortion is measured by averaging the logarithmic 
differences between the source amplitudes and the model 
amplitudes. In next iteration the synthesized spectrum is 
modified according to the last iteration results. When the model 
amplitude is higher than the source amplitude at a specific 
frequency, the synthesized spectrum is reduced at that frequency 
and when the model amplitude is smaller than the source 
amplitude the synthesized spectrum is amplified. The iterative 
process stops when the distortion is sufficiently reduced. Fig. 
4(b) shows the model amplitude after the described iterative 
process is applied.  
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Fig. 4: Amplitudes representation. The synthesized spectrum is 
shown by a solid line, while the model amplitudes, which are 
derived from the spectral envelope, are marked by circles.  (a) 
Coarse spectral envelope, calculated in the first iteration (regular 
LPC). (b) Shaping the spectral envelope by the iterative 
algorithm for improved amplitude matching. 
 
3.4  Sinusoidal components extraction 
 
In HILN, a limited number of sinusoids are extracted in the 
analysis by synthesis loop, due to the lack of transmission bits. 
The proposed coder is more efficient and can afford the 
representation of all the sinusoidal components in the input 
signal. While HILN calculates in each iteration a masking 
threshold evoked by the sinusoids extracted in the previous 
iterations. The proposed improved model makes better use of the 
masking characteristics by calculating the masking threshold 
evoked by all signal components at once. The sinusoids whose 
amplitudes are below the masking threshold are removed, since 
they won't be heard by the human ear. 
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3.5  Coding 
 
The model parameters are finally quantized and multiplexed to 
form a bit-stream, which is transmitted to the decoder. This work 
is mainly concerned with model improvements and less with the 
quantization process, thus a commonly used quantization scheme 
is employed at the final coding stage. 
      The spectral shape of the noise object and the harmonic 
amplitudes are represented by spectral envelopes, via the LPC 
coefficients. The coefficients are transformed to LSF (Line 
Spectral Frequencies) parameters, which are quantized by vector 
quantization. The frequency and amplitude parameters of 
individual sinusoid objects and the fundamental frequencies of 
harmonic objects are quantized using a logarithmic law. For a 
sinusoid that continues from the previous frame, only the 
frequency and amplitude changes are transmitted, since this 
requires fewer bits. Each harmonic object requires an additional 
parameter that indicates the harmonic location. This parameter 
quantifies the difference from the previous harmonic in terms of 
an integer multiples of the fundamental frequency and is coded 
using a Huffman table. The proposed system operates at both 
fixed and variable rates in the range of 12 to 16 kbps. Further 
details can be found in [12]. 
 
 

4.  SUBJECTIVE QUALITY EVALUATION 
 

The improved model was tested for perceptual quality using the 
EAQUAL software [13], which provides an objective quality 
measure for reconstructed audio files as compared to the original, 
and is claimed to match subjective quality ranking. The most 
interesting output score given by EAQUAL is the ODG 
(Objective Difference Grade). An ODG of -4 means a very 
annoying disturbance, while ODG of 0 means that there is no 
perceptible difference. The test results are shown in Table 1. It 
can be seen that there is an improvement of 0.4 points (from -3.3 
to -2.9) in comparison to HILN and an improvement of about 0.5 
points in comparison to TWIN-VQ at 16kbps. The proposed 
model, without quantization of the parameters, achieves a grade 
of about -2.8. 
 

Coder  
Bit Rate 
(kbps)  

Grade 

HILN 16 -3.28 
HILN 12 -3.43 
TWIN-VQ 16 -3.36 
Proposed  12-variable -3.02 
Proposed model - -2.78 
Proposed  16 -2.88  

 

    Table 1: EAQUAL ODG results for test coders. 
 
 

5.  CONCLUSIONS 
 
In this paper the HILN model for coding audio signals was 
reviewed and several improvements were proposed. The use of 
an algorithm for resolving sinusoids with closely spaced 
frequencies increased the richness of the model and improved the 
representation of the frequency components. Using multi-pitch 
for harmonic representation measurably increased the number of 

coded sinusoids without increasing the bit-rate. The improved 
amplitude representation yields a better fit of the spectral 
envelope to the sinusoids amplitudes. The improved model was 
used for (mono) audio coding at 16 and 12 kbps and was 
compared to HILN coder at the same bit rate. A quality 
evaluation showed an improvement of 0.4 points in EAQUAL 
score at the cost of about twice the run-time. 
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