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Abstract

Many speech processing systems are based on statistical modeling of speech signals, thus
requiring relatively large-scale data-sets for training. As technology advances, compu-
tational effort and memory footprint are less of a problem for such systems, while the
amount of data available for training is still challenging in many limited-data applications
such as under-documented languages, speech of children, and mobile applications, where
most users are not willing to invest much time and effort in recording themselves. For this
setup we address two major speech processing tasks: a voice conversion task, in which a
sentence said by a source speaker is converted to sound as if said by a target speaker, and
a keyword spotting (KWS) task of detecting whether a given keyword was said or not, in

a speech utterance.

Common voice conversion systems are based on a Gaussian Mixture Model (GMM),
thus requiring at least several dozens of recorded sentences for training. The trained
conversion function is linear, often producing muffled synthesized signals due to over-
smoothing of the converted spectral envelope. We present a method for voice conversion
for low data-resource applications, where the conversion process is expressed as a sequen-
tial estimation problem of tracking the target spectrum based on the observed source
spectrum. To improve the quality of the converted synthesized signals, we also present

methods for enhancing the global variance of the converted signal.

Most voice conversion systems require a parallel training set, in which the two speak-
ers say the same text. In this work we also address the non-parallel setup, where no
assumptions are made regarding the uttered text of the training set. In this setup, in
addition to training a conversion function, the source-target correspondence also needs
to be evaluated. We present here a generalized version of an existing method, by using

temporal context vectors to improve the source-target matching process and prove that



2 ABSTRACT

it converges.

Standard KWS methods require medium-large phonetically segmented sets for train-
ing, and therefore are not adequate for limited-data environments. In this work we propose
a new KWS method, suitable for this setup, based on discriminative classifiers for words
and sentences. We present a new histogram representation for words, obtained with re-
spect to a pre-trained Gaussian Mixture Model (GMM). Sentences are represented by
a fixed-length global feature vector, extracted from the response curve obtained by the
word classifier. Dataset for training the GMM can be easily obtained since no annotation
or labeling is required.

Non-keyword recordings can be easily obtained, as opposed to speech including the
keyword, which needs to be specifically provided for each keyword, so a highly biased
training set is a reasonable scenario. To avoid biased classifiers, we use bagging predictors
for training both word and sentence classifiers. According to our experiments, the pro-
posed KWS system performs better than an HMM benchmark system for small training
sets, and is more robust to highly variable signals, such as speech of children, and to noisy

conditions - specifically, babble and car noise in a wide range of SNR values.



Notation

Ai(m) amplitude of the [-th sinusoid at frame m

fi(m) frequency of the [-th sinusoid at frame m

fo(m) fundamental frequency - pitch at frame m

F a conversion function

L(t) number of sinusoids at time ¢

Ly amount of bagging predictors for word classification

Lo amount of bagging predictors for sentence classification
M GMM parameters

D (Xt|yf) likelihood probability of the source spectrum given the target spectra

p (yi|x14) posterior probability of the target spectrum given the source spectra

69 (m) phase of the [-th sinusoid at frame m

u an indicator vector for the Gaussian in M, leading to the maximal poterior at
time ¢

v a histogram representation of a word

x scalar

X spectral feature vector related to a source speaker

X7 a sequence of feature vectors related to the source speaker

y spectral feature vector related to a target speaker

Y1 a sequence of feature vectors related to the target speaker

Zir a sequence of converted and enhanced feature vectors

Z a posterior vector related to the time frame ¢
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Abbreviations

AR Auto-Regressive

ASR Automatic Speech Recognition

AUC Area Under the ROC Curve

CGMM Constrained GMM

DTW Dynamic Time Warping

EM Expectation Maximization

Fant Filtering and Adding Noise Tool

FFT Fast Fourier Transform

GMM Gaussian Mixture Model

GB Grid-Based

GV Global Variance

HM Harmonic Model

HMM Hidden Markov Model

HNM Harmonic Plus Noise Model

INCA Iterative combination of a Nearest Neighbor search step and a Conversion step Alignment
method

JGMM JGMM

KWS Keyword Spotting

LSD Log Spectral Distortion

LSF Line Spectral Frequencies

LVCSR Large Vocabulary Continuous Speech Vocabulary

MFCC Mel Frequency Cepstrum Coefficients

MLP Multi-Layer Perceptron

MUSHRA Multi Stimulus test with Hidden Reference and Anchor

ND Normalized Distortion

NGV Normalized Global Variance

ROC receiver Operating Characteristics

SM Sinusoidal Model

SVM Support Vector Machine

TC-INCA Temporal Context INCA
TD-PSOLA  Time-Domain Pitch-Synchronous Ogerlap and Add
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Chapter 1

Introduction

Modern speech processing systems often require large scale resources in terms of training set size, com-
putational effort and memory footprint, which present an engineering challenge when implemented in
low resource environments. As technology evolves, the computational and memory abilities become less
limiting but the training set size is still challenging. In mobile applications for example, typical users are
willing to record themselves saying just few sentences, therefore providing a very small data set for train-
ing. Also, in cases of under-documented languages, large-scale data sets with or even without phonetic
labelling are not available for training. In this work we concentrate on two speech processing tasks: a
voice conversion task and a keyword spotting task.

Common voice conversion systems are based on modeling of the source and target spectra using a
Gaussian Mixture Model (GMM), [2, 3], which requires several dozens of recorded sentences. In this
method the trained conversion function is a linear function that over-smoothes the converted spectral
envelopes, which results in muffled output signals, [4,5]. Recently, a different approach aiming to capture
the temporal evolution of the spectral envelope was presented [6], where the Global Variance (GV) of the
spectral features was considered in the trained statistical model. In this work we propose two methods
for improving the quality of converted signals through enhancement of the global variance of the spectral
features: 1) a GMM-based conversion method with a GV constraint (CGMM) 2) a modular enhancement
block, independent of the conversion process and applied on converted signals as a post-processing block.
Our subjective evaluations show that these enhancement methods significantly improve the quality of the
synthesized outputs and also improve their similarity to the target signal (individuality), compared to
the GMM-based conversion method.

Most voice conversion methods, including the GMM-based conversion methods mentioned above, are
trained using parallel sentences where the source and target speakers are recorded saying the same text.
This requirement of having dozens of parallel sentences for training is rather limiting in general, and not
feasible in case of mobile users wanting their own voice to be the source/target speaker.

In this work we present a method for voice conversion for low resource environments, called a Grid-

Based (GB) voice conversion, which can be successfully trained using just 5-10 sentences. The conversion

7



8 CHAPTER 1. INTRODUCTION

process is expressed as a sequential estimation problem of tracking the target spectrum based on the
observed source spectrum. The converted spectra are sequentially evaluated as a discrete sum of the
target training vectors, used as grid-points. In an extreme setup of using just 10 sentences for training,
objective evaluations show that the GB method leads to lower spectral distance and to higher variability

than the GMM-based conversion method, at the same time.

To improve the perceived quality of the synthesized output signals, we applied our GV enhancement
block to converted signals obtained by the GB method and by the GMM conversion. In our subjective
evaluations comparing the output signals three systems: enhanced GB, enhanced GMM and CGMM,
the Enhanced GB system was marked highest in terms of individuality, and comparable to the enhanced

GMM system, in terms of quality (CGMM was rated as best).

We also address a non-parallel setup, where no assumptions are made regarding the text uttered by
the source and target speakers. In such setup, in addition to training a conversion function, the source
and target correspondence is evaluated using the training data alone, based on a statistical model, [7],
or on a nearest neighbor search [1]. In the nearest neighbor approach called Tterative combination of a
Nearest Neighbor search step and a Conversion step Alignment method (INCA), a source-target matching
and a conversion function are iteratively evaluated. The matching process is applied using single feature
vectors, so it is often that two a source vector and a target vector are matched, even though they do not
relate to the same phonetic context, or even to the same phoneme, which degrades the performance of

the conversion function since it is relies on these matched pairs, [1].

In our proposed approach, a generalized version of INCA called Temporal Context-INCA (TC-INCA),
sequences of vectors are matched, and therefore their temporal context during the matching process is
considered, instead of matching feature vectors one-by-one. Additionally, we show that the generalized
iterative process (and therefore also its particular case - INCA), is in fact an alternating minimization
procedure which minimizes a joint cost function including the matching and conversion functions. Our
experiments results show that TC-INCA raises the accuracy of matching and, and a consequence, improves

the quality and individuality of the synthesized output signals, compared to INCA.

Standard keyword spotting methods use Hidden Markov Models (HMMs) to statistically model sub-
word units [8,9]. They require phonetically labelled recordings for training and therefore are not applicable
in a limited-data setup. Other approaches avoid using phonetic labeling for training, by representing the
searched keyword as a template signal and compare it against a similar representation of a given speech
utterance. A posterior representation, with respect to various statistical models have been proposed for
creating keyword templates, [8,10-12]. The posterior representation of the template and test signals do
not match in length, since the natural rate of speech varies with speakers and context. Therefore many
of these methods use Dynamic Time Warping (DTW), which imposes a challenging computational load.

Many spotting approaches, including those mentioned above are generative methods, i.e., they aim to
model the generation process of the speech signals including the keyword. Inference is made by measur-

ing the correspondence of a given test utterance to the trained model. The main criticism against these



approaches is that they are not trained directly to minimize detection errors. In recent years, some ap-
proaches based on discriminative classification have been proposed. These methods use machine learning
techniques for training of optimal classifiers between speech signals including keywords and not including
it. Keshet et al. proposed a new feature representation for speech utterances based on the estimated
duration of phonemes and transition times [13]. This method is trained using phonetically segmented
data at a medium size such as TIMIT, which consists of about 4 hours of recorded speech. Recently,
two methods dealing with very small training sets, without phonetic labeling, have been proposed using

features extracted from the time-frequency representation of speech signals [14,15].

In this work we present a novel discriminative method for keyword spotting, which can be trained
using small and unlabeled data sets, and therefore suitable for a low resource environment. Our method
is based on two classifiers: an isolated word classifier trained using samples of the keyword and samples
of non-keywords speech, and a sentence classifier trained using sentences including the keyword, and

sentences not including it.

We propose a new fixed length representation for isolated words based on histograms, obtained
with respect to a pre-trained GMM, which captures the structure of the spectral feature vectors. We
use Expectation Maximization (EM) [16], an unsupervised method, for training the GMM. Therefore
even in the case of an under-documented speech, a large amount of data can be easily obtained since
no labelling is required for training. Moreover, the GMM is used for representing the entire spectral
structure of the spoken language and therefore does not need to be retrained for detection of other
keywords. Consequently, its training can be performed off-line on a distant server beforehand. Given a
sequence of spectral feature vectors related to a word, we extract the posterior probabilities for each time
frame with respect to the GMM. A histogram is obtained by counting the amount of times each Gaussian
component in the mixture leads to the highest posterior. We train a binary classifier for words, using

histograms related to utterances of the keyword and histograms related to utterances of other words.

We also propose a fixed length representation for sentences: given a sequence of spectral feature
vectors extracted from a sentence, we apply a sliding window to produce sequences of histograms, as
described above. Applying the word classifier on each histogram yields a response curve. Positive
sentences, i.e., those including the keyword, mostly lead to a distinct and positive maximum value, which
corresponds to the location of the keyword in the sentence, while negative sentences, i.e., not including
it, lead to a random-like, negative or close to zero values. We obtain a fixed length representation for
the given sentence by extracting a set of global features, such as maximal value, dynamic range, etc.
A binary classifier for sentences is trained using these global feature vectors obtained from positive and

negative sentences.

While negative examples are easily obtained, positive examples are much harder to acquire since, as
mentioned above, mobile users are willing to record themselves saying a keyword just a limited number
of times. In this setup, the amount of positive examples available for training is much smaller than the

negative one, so the training process may result in a classifier that is biased towards negativity. We avoid
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this situation, and still exploit the diversity of the negative training set by using bootstrap aggregating,
also referred to as bagging predictors [17]. According to this approach, a series of classifiers are trained,
each using uniformly sampled subsets of the larger set and the smaller set; inference is made by applying
all trained classifiers and taking the majority decision. We applied this concept for classification of both
words and sentences.

To demonstrate the advantages of the proposed method we performed experiments on speech of both
adults and children, in several challenging conditions considering: training set size and background noise.
We followed a previously suggested experiment for keyword spotting on speech signals of adults and
showed that our system outperformed the methods presented by [14,15]. For clean speech signals of
children, our method is significantly better than an HMM-keyword spotter, when trained using very few
positive samples (5-10). When tested on noisy speech (car and babble), our method outperforms the

benchmark HMM system in all the examined cases regardless of training set size, SNR value or noise

type.

1.1 Thesis Structure

The rest of the thesis is organized as follows: in Ch. 2 we provide a short theoretical background dealing
with speech modeling. Common methods used for voice conversion are presented in Ch. 3. In Ch. 4 we
present our proposed methods for GV enhancement. A new method for voice conversion in low resource
environments, called Grid-Based voice conversion is proposed in Ch. 5. In Ch. 6 we present our method
for non-parallel training of a voice conversion system. Our novel keyword spotting approach is presented
in Ch. 7. In Ch. 8 we conclude by summarizing the main contributions of this work and propose further

research directions.



Chapter 2

Speech Modeling

2.1 Sinusoidal-Based Models

A speech signal can be modelled by an excitation signal passing through a time varying linear filter. The
most familiar form of this representation models the speech signal as an auto-regressive (AR) signal [18],
where the filter is assumed time-invariant at each analysis frame. The excitation signal is taken as a
pulse train, in case of a voiced frame, or noise for an unvoiced frame. The Sinusoidal Model (SM) [19] is
a sum of sinusoids representing both types of excitation signal. Assuming, again, time-invariance of the

filter during a processing frame, the output also takes the form of a SM:

L(t)
st) =Y _ A", 0,(t) =2 fi()t + 6) (2.1)
=1

where L(t) is the number of sinusoids at time ¢ and A;(t), fi(t), 6Y are the amplitude, frequency and
phase, correspondingly, of the I-th sinusoid. The Harmonic Model (HM), used for voices frames, is a

particular case of the SM. It assumes an harmonic relation between the sinusoids:

fit) =1+ fo(t). (2.2)

In practice, in each time frame the speech signal is assumed to be stationary, so the model parameters -
{4;(m), fi (m), fo (m),0;(m)}, where m is the frame index, are estimated as constants, at each frame.

The most popular speech model for voice conversion is the Harmonic Plus Noise Model (HNM) [20].
The speech signal is taken as a sum of two signals - harmonic and stochastic, where the harmonic part,

sp(t), is a sum of several harmonics of the pitch frequency:

s(t) = sn(t) +sa(t)
L(t)

su(t) = D Ayt)el* ot (2.3)
=1

and the stochastic part, s, (t), is modelled as an AR process:

sn(t) = h(t,7) *e(t) (2.4)

11



12 CHAPTER 2. SPEECH MODELING

where * denotes convolution, e(¢) is white Gaussian noise and h(t, T) is assumed to be a time-invariant all
pole filter during a single frame, but may vary from frame to frame. During analysis of a voiced frame, the
harmonic parameters are first estimated. The stochastic part is then taken as the model-representation

residual signal of the estimated harmonic part, §p,(t):
5u(t) = 5(t) — (1 (2.5)

Finally, the filter h(t, 7) is estimated from §,(t), regarded as an AR signal, as described in [18]. Unvoiced

frames are modelled as purely stochastic.

2.2 Spectral Envelope Modeling

The spectral envelope of a speech signal is an important part of the speaker’s identity, so it plays an
important role in speaker identification and conversion methods. These algorithms mostly operate on
feature vectors, each representing the spectral envelope in a certain voiced frame. Selection of a suitable
feature space to represent the spectral envelopes is very important, since it can dramatically affect the per-
formance of a speech processing algorithm. Feature properties such as good interpolation characteristics,
numerical stability and dimensionality should be considered.

The harmonic amplitudes defined in the HNM are usually not used as the actual feature vectors, since
their dimensionality varies according to the pitch frequency, and is usually relatively high. Instead, the
harmonic amplitudes, defined in eqn. (2.3), are used to evaluate feature vectors. Two of the most popular
feature representations used for voice conversion are Mel Frequency Cepstrum Coefficients (MFCC), [21],
and Line Spectral Frequencies (LSF’s) [22]. Once the processing stage is completed, the amplitudes are
reconstructed from the processed vectors, and are used for synthesizing the output speech signal. In this
work the speech signals are analyzed and synthesized using the HNM, with MFCC’s as feature vectors
that represent the spectral envelope in every voiced frame.

During spectral envelope conversion, the spectral feature vectors related to a source speaker are
converted, to match the spectral envelope characteristics of the target speaker, and new harmonic am-
plitudes are evaluated to reconstruct the converted harmonic signal. The stochastic part is usually not
converted. There has been an attempt to convert also the spectral representation of the stochastic part,
but no significant improvement was attained, and sometimes it even damaged the quality of the converted

signal [23].



Chapter 3

Background On Voice Conversion

3.1 Problem Formulation

3.1.1 Prosody Modification

The identity of the speaker is related to the spectral envelope of the speech signal, and to its prosody
parameters: pitch, energy and duration. Most voice conversion methods aim to transform the spectral
envelope of the source speaker, to the spectral envelope of a target speaker, as described in Sec. 3.1.2. The
duration of the converted speech signal can be adjusted to the mean rate of target speaker using paramet-
ric methods as suggested in [24], or non-parametric methods such as Time-Domain Pitch-Synchronous
Overlap and Add (TD-PSOLA), proposed in [25].

The simplest pitch conversion method is based on a linear transformation evaluated by the global

mean values of the pitch frequency: (see [2]):

i R R
Jo' = u8) 4 T (fo™ = u0) (3.1)

where fo* and fpY are the source and target speakers pitch values, respectively, i and o are the corre-
sponding global mean and standard deviation. This method does not change the general shape of the
pitch contour, but its offset and scale.

More sophisticated methods for pitch conversion have been proposed, among them: high order poly-
nomial mapping [26], GMM mapping [27], piecewise linear conversion [28] and contour conversion based
on codebook prediction [26,27]. Still, most voice conversion methods use the linear conversion described

in eqn. (3.1) for its simplicity and its fair results.

3.1.2 Spectral-Envelope Conversion

Let {xq}qQ:I1 € R” be a set of feature vectors, representing the spectral characteristics of a set of sentences

said by a source speaker, and {yq}qQ:y1 € R? a similar set corresponding to a target speaker. In case where

13
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the two sets are assumed to be originated from a parallel training set, meaning that the two speakers said
the same text, a time alignment is commonly performed to attain a one-to-one correspondence between
the source and target feature vectors, so Q¥ = QY = Q. Given a training set (parallel or not), and a
new feature vector related to the source speaker, the goal of spectral envelope conversion is to evaluate
the corresponding feature vector related to the target speaker. This evaluation is also referred to as a

conversion function F:

y = F{x} (3.2)

3.1.3 Objective Performance Measures

Log Spectral Distortion (LSD)

The mean spectral distance between a converted signal and the target signal is commonly evaluated in

terms of Log Spectral Distortion (LSD). Given two time aligned sequences of feature vectors:

Xy = {x'%x%..,xT} (3.3)

Y1:T {y15y27"'7yT}5 (34)

their LSD in dB is defined by:

N 0= [1 [ 2
LSD ({X}0-1), {y}1-1) P> \/g / (toguo 4z O)F — logio| 4y @) a6, (35)

where A7 (0) and Aj" (0) are the spectral envelopes evaluated from the feature vectors x™ and y™,
accordingly.

The feature vectors used in this work are MFCC’s. Using this parametrization, the LSD between
two spectral envelopes, A, (0) and A, (6), can be estimated using the Euclidean distance between their

corresponding feature vectors, x and y, [2] :

LSD ()~ s (23 e () 5 ) 1 (36)

where x (p) and y (p) are the p-th elements of the source and target Cepstrum vectors correspondingly,
and P is the length of the cepstral feature vectors.

A Normalized Distortion (ND) is used to obtain a fair comparison between conversion sequences of
different source-target pairs: the mean spectral distortion between the converted and target signals is

normalized by the mean spectral distortion between the source and target signals [29]:

T ~
- L D m m
ND Yl;T,Yl;T — Zm:l S (y 5y ), (37)
T
Zm:l LSD (Xm7 ym)

S -1 ~ T .
where Yi.7 £ (y17 ¥2,..., yT) is the converted sequence.
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Normalized Global Variance (NGV)

The Global Variance (GV) of the p-th elements of a sequence, ’?LT, representing a converted speech

utterance, is:
%, (P) = % > (17" (p) - % i (p)> , (3.8)

In this work we use a Normalized Global Variance (NGV) to measure the variability of a sequence of

converted vectors:

NN ()
NGV{YLT} &= ; ﬁ, (3.9)

where 0% (p) is the empirical GV of the p-th elements of the target speaker, obtained from the target

training vectors:
2

Yy Qy
oy (p) = Qiy kz y* (p) - Qiy;y" (») | - (3.10)

[

Note that the target GV defined in eqn. (3.10) is evaluated by averaging over the entire training cor-
pus. This evaluation of GV is different from the one proposed in [6] for spectral conversion and GV
enhancement, where the GV is separably evaluated for every utterance of the target speaker.

The desired values for these measures are ND — 0 and NGV — 1, indicating that the converted

outcome is close to the target signal in terms of spectral similarity and global variance.

3.1.4 Subjective Performance Measures

The objective measures presented above indicate trends in comparing the quality of the examined con-
version methods. Unfortunately, they do not always correspond to a subjective impression of a human
listener. It is common that two converted signals have the same objective measures, but one of them
would sound better. That is why it is customary to compare conversion methods by performing subjective
listening tests, in addition to objective measures.

Subjective listening tests usually include 10-15 listeners, presented with synthesized outputs of several
conversion methods. The listeners are asked to express their opinion regarding the quality and the
individuality (similarity to the target speaker) of the given signals. To avoid bias and achieve a statistical

validity, each test is repeated several times using different sentences in a randomly selected order.

Preference Tests

Preference tests are binary evaluations where the listeners are asked to choose between two synthesized

signals, each of a different conversion method. Two common preference tests are:
1. AB quality test - the listeners are asked to indicate which sentence (A or B) is of better quality.

2. ABX individuality test - the listeners are asked to indicate which sentence (A or B) is more similar

to a reference sentence, marked as X (the target speaker).
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Preference tests are most useful for comparing two conversion methods, as they clearly indicate
which of the examined methods is preferred by the listeners. However, when several methods are to be
compared, it could be tedious for the listeners to compare between each pair of the examined methods.
A Multi Stimulus test with Hidden Reference and Anchor (MUSHRA) [30] described next, provides a

more compact protocol for comparing several conversion methods.

MUSHRA

The purpose of the MUSHRA test [30] is to evaluate the quality of several processed signals compared to
a given high quality, usually unprocessed, reference signal. The listeners are presented with several test
signals including: outputs of the examined systems, a hidden anchor signal - usually a filtered version
of the reference signal, and a hidden reference. The test signals are randomly ordered, and the listeners
are not informed about the hidden reference and anchor signals being included in the test set. During
evaluation, the listeners are asked to compare the reference signal to the test signals and rate them
between 0 to 100, where at least one of the signals must be rated 100, because the hidden reference is

identical to the declared reference.

A MUSHRA format can also be used for rating the individuality of the synthesized signals, as
conducted by Godony et. al. [31]. The listeners are presented with several synthesized signals (including
the hidden reference) and are asked to rate their similarity to the reference signal, in terms of the speaker’s

identity, while ignoring their perceived quality.

3.1.5 Correspondence Between Objective And Subjective Mea-

sures

The objective measures presented above aim to reflect some properties of the subjective measures:

e ND - linked to individuality tests: as the ND increases, the converted and target spectra are

further, producing converted signals which are less similar to the target speaker.

e NGV - linked to quality preference tests - as the NGV decreases towards zero, the converted signal

sounds more muffled and therefore of lower quality.

As stated above, in some cases the objective and subjective evaluations do not agree, especially when the

examined conversion systems lead to similar objective performance.
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3.2 Common Spectral Conversion Methods

3.2.1 Data Driven Conversion Approaches

Code Book Methods

One of the earliest voice conversion methods, presented in [32], proposed a codebook based conversion.
The spectral envelopes the two speakers are represented by a parallel source-target codebook obtained
by Vector Quantization (VQ). Each of the source codewords is matched with a weighted sum of target
codewords, as its conversion outcome. The weights are determined according to the number of times each
source codeword was matched to each of the target codewords, in the training set. During conversion, a
test source vector is quantized by the source codebook and its conversion is the suitable target weighted
sum. Later, another codebook-based method was proposed in [33], where the spectral features of each
phoneme is represented by the centroid of its utterances that appeared in the training set. The conversion
output is a weighted sum of the target centroids, where the weights are determined considering the
resemblance of the corresponding source test vector to the source centroids. Speech signals produced by
these codebook-based methods are reported to suffer from poor quality due to temporal discontinuities

of the converted spectral envelope and deficient representation due to a limited target codebook.

Unit Selection Methods

Unit selection approaches use the training set related to the target speaker as a diverse codebook. In
addition to spectral resemblance to the target, they also consider the temporal continuity of the selected
vectors to achieve a smooth evolution of the converted spectra.

A simple unit-selection approach addressing this problem proposed selection by minimizing a cost
function, considering both spectral resemblance and temporal continuity of the selected feature vectors
[34]. Given a sequence of T' source vectors x1.7 and a target training set, {yk}({?, used as a codebook, the
conversion of the source sequence is obtained by selecting the target codewords minimizing the following

cost function:

yi = argmin {olly" —x|* + (1 —a) |y* = i1 [I°}, (3.11)
ke{L,...Q}

where y;_1 is the converted feature vector at the previous frame. This cost function aims to consider
both spectral resemblance and quality of the converted signal: it selects the entry that is most similar to
each input source vector, and also similar to the previously selected entry. The parameter o determines
the relative weight of similarity versus temporal continuity. Eqn. (3.11) uses the spectral vectors related
to the source speaker as reference signals. Obviously, this is not ideal since the two speakers may have
considerably difference. An improved approach, proposed by Dutoit et al. uses a converted version of
the source vectors as reference signals: instead of comparing the previously selected target vector to the

source vectors, they compare it to the converted vectors [35].
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Exemplar-Based Sparse Representation [36]

Exemplar-based conversion is a non-parametric (parallel) method that uses sparse representation to

describe a speech spectrogram as a linear combination of a basis spectra:
X~A-H st H>0, (3.12)

where X € RF XM is a high resolution spectrogram extracted from M speech frames, using F dimensional
Fast Fourier Transform (FFT), A € RF*¥ is a fixed dictionary extracted from the source training set,

RN*M g called an activation matrix.

N is the amount of exemplars taken for this dictionary and H €
The main assumption of this conversion method is that the source and target speakers share the same
activation matrix, if their dictionaries are parallel and aligned, so the converted spectrogram is evaluated
as:

Y ~B-H, (3.13)
where Y € RF*M g the converted spectrogram, and B € RF XV is a fixed dictionary extracted from
the target training set. Given a test sentence, a spectrogram X is extracted, the activation matrix H is
evaluated by minimizing the following cost function:

H = argmind (X, AH) + \ ||H|, , (3.14)
H>0

where d(-,-) is the generalized Kullback-Leibler (KL) divergence and |-||; is added as a regularizer
encouraging sparsity. The minimizer of eqn. (3.14) is obtained by an iterative process according to a
multiplicative update rule:
H«— HE) AR (3.15)
AT+ N '
where divisions are element-wise and (¥) is an element-wise multiplication.
As opposed to codebook and unit selection methods, requiring large scale training sets to achieve a
reasonable quality, this method achieve high quality signals using just 10 sentences. The main disadvan-

tage of this method is its high computational complexity (45 times higher than the classical GMM-based
method described in 3.2.2) and memory footprint (295 times higher than GMM-based conversion).

3.2.2 GMM Conversion

The commonly used statistical voice conversion is based on training a Gaussian Mixture Model (GMM)

as a statistical model for the parallel training set [3]. Let z? denote the joint source-target spectral feature

vector:
T
2! = ((Xq)T, (yq)T) ;o 4=1,.,Q (3.16)
The joint vectors are divided into M classes, and the vectors in every class are assumed to be jointly
Gaussian:
M
p(z?) = > p(wn) N (25u™,E™), q¢=1,..,Q (3.17)

m=1
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where p (w,,), is the probability of the class w,, and N (-; u™,X™) is a normal distribution with the

parameters:

M(m),m Z(II),m Z(Iy),m
pt = , XM= (3.18)
p)m »wz),m  w(yy),m

p®m and p)™ are P x 1 vectors representing the source and target mean vectors of the m — th class
and X0 is a P x P covariance matrix. These parameters are usually estimated using the Expectation
Maximization (EM) [16] algorithm fed with the parallel training set.

The conversion function can be interpreted as an estimator for a target vector, given a source vector -
E [y|x]. Since the joint feature vector, z, is modeled as a GMM, the estimator is a linear combination of

a simple linear predictor of each class:

M
]_-(Joint—GMM){X} _ Z P (Wi |x) (’u(y),m + E(yz)ﬂn(z(mm),m)—l (X _ M(z%m)) (3.19)

m=1
where p (w.,|x) is a conditional probability evaluated using the GMM parameters and Bayes’ theorem:

p (w) N (x; pl=)m, s3oe)m
P (wnlx) = <7 ( )

(3.20)
>t P (W) N (x; p(@)m, S(@w),m)

In an earlier work presented be Stylianou et. al. [2], a GMM was trained using only the source

training set. The conversion function took the same linear form:

M
]:(LstIV[M){X} _ Z p(’LUm|X) (Vm + ]_-\m(z(mc),m)fl (X - u(z),m)), (321)
m=1
where the missing conversion parameters, {I' v™}M_, were evaluated using Least Squares (LS), so

that the mean Euclidian distance between the converted and target spectral features is minimized:

Q
: (LS—GMM) 1,91 _ <912
min Y |IF {x7} —y9|2. (3.22)

{Tm,pym m=1g=1

More specifically, define the matrices P and D,

{P}maq = p(wm|xq)
T _\T
{D}m,q = D (wm|x‘1) (Xq _ M(I)7m) ((E(zz),m) >
m = 1,.,.M; q¢=1,..,0Q (3.23)

where {e},, , denotes the (m, ¢) element. Define also the conversion parameters I" and V:

(I\l ]_'\I\/I )T

(1/1 oM )T (3.24)

r

Vv

Where I and V are PM x P and M x P matrices correspondingly. Denote the target training matrix
Y:

Y:<y1 e y@ )T (3.25)
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So the conversion equations (3.21) can be formulated in a matricieal form:

Vv
Y(P : D)' U (3.26)
r
and the parameters are estimated using LS:
v PP : P'D PTY
= (3.27)
r D’P | DD DY

Training a full covariance GMM involves estimation of M (P2 + P) + M parameters, so it requires a
large scale training set. The commonly used diagonal relaxation assumes that the spectral features
are statistically independent, so the covariance matrices (%)™ are diagonal. In this case, there are
2PM + M parameters only to be evaluate, so the training process requires a much smaller training
set. In addition, the matrices {T"}*_, are also diagonal, so their evaluation defined in (3.22) can be

separated to P independent minimization problems - one for every coordinate, p =1, ..., P:

Q
min Y[ Flap) - ygl? (3.28)
{'Y;LaV;L}m:l q=1
where {y"}}_, are the (p,p) elements of {T™})_,, and {1/}, are the p-th elements of {v™})_,.

3.2.3 Non-Parallel Conversion

Many voice conversion systems require parallel training sets of the source and target speakers, among
them the classical GMM method described in Sec. 3.2.2. Their training process is based on having some
prior knowledge regarding the correspondence between the source and target spectral feature vectors.

In a non-parallel setup, no assumptions are made regarding the content of the training sentences.
The source-target correspondence is not straightforward as in the parallel case, thus presenting a greater
challenge. Some non-parallel methods bypass this problem by modeling the two speakers separately and
perform alignment or adaptation of the model parameters [37,38]. Some train a conversion using an
additional parallel set and adapt its parameters to the desired target speaker [39,40].

A different approach for non-parallel training called Iterative combination of a Nearest Neighbor
search step and a Conversion step Alignment method (INCA), was recently proposed [1]. This approach
provides a framework for applying parallel training techniques using non-parallel training sets. It is based
on an iterative evaluation of an auxiliary conversion function and matching functions between the source
and target vectors. Convergence of this process was demonstrated using empirical evaluations, but, as
indicated by the authors of INCA, the alignment process is prone to phonetic mismatch. To smooth
these errors they train their auxiliary conversion function using the classical GMM-based method, which

is known to have over-smoothing characteristics.
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INCA

Let X = {xk};::ml Y = {yj};.\[:yl € R? be two (non-parallel) training sets of feature vectors related to
source and target speakers. The training process is based on an iterative evaluation of a parallel auxiliary
conversion function, F (-), its inverse, and two matching functions between the source and target vectors:
p(k) =j if x¥ matches y’
(3.29)
q(j) =k if y7 matches x*.
where k = 1,..., N, and j = 1,..., N,. Therefore, each vector x is matched through p to a single vector
at the target, and each vector y is matched through ¢ to a single vector at the source.
The iterative process begins by initializing at ¢ = 0 an auxiliary conversion function to be the identity
function: Fp (x) = x. In each iteration, the two matching functions, p; (-) and ¢ (-), are evaluated using

a nearest neighbor search between converted source vectors and the target vectors, and vice versa, based

on the previous auxiliary function F;_1:

pi(k) = argmin [ Fioy () — v/
J
@ (j) = arg;nin ka - }“;11 (yj)||2, (3.30)

These matching functions define a parallelized training set, {(xk, yp(k)) , (X‘J(j),yj ) }, which reduces the
training process of the auxiliary function, F;, to the parallel case. The simple nearest neighbor search
defined in eqn. (3.30) often leads to alignment errors, where vectors related to different phonemes are
matched. To reduce the influence of miss-aligned vectors, the classical GMM-based conversion, known
for its smoothing characteristics, is used to train the auxiliary function.

Convergence is measured via the mean squared-error (MSE) between the converted sets and the
original sets:

1 e

2
Dy = —— H; kY pt(k)H
t N$+Ny<k_1 t( ) y

L3 e 7 @j)HQ). @31)
j=1

Erro et al. [1] show that this measure converges empirically. Once convergence is achieved, the conversion
function in the last iteration is used for conversion. Alternatively, any other parallel conversion function
may be trained, based on the parallelized set using the final matching functions. The overall iterative
process is summarized in Table 3.1.

In Ch. 6 we formulate the training process as a minimization problem of a joint cost function,
considering both conversion and context-based matching functions. We propose an iterative solution for

this minimization problem and prove its convergence.
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Table 3.1: INCA - Training stage [1].

Input: a non-parallel training set {X,Y}
Initialization: set the initial conversion func-
tion to identity Fy (z) = =.

Main Iteration: for ¢t = 1, 2... perform the fol-
lowing steps:

1. Evaluate the matching functions, p¢, ¢;, using
eqn. (3.30).

2. Train an auxiliary conversion function using
the parallelized training set

3. Evaluate D; using eqn. (3.31) and check con-
vergence.

Output: conversion and matching functions

]:t’pt’qt-




Chapter 4

Global Variance Enhancement

Due to the averaging process used in statistical modeling, GMM-based methods produce overly smoothed
spectral envelopes, leading to muffled synthesized outputs. Still, the classical GMM-based conversion
method trained either by LS estimation [2] or by joint GMM training [3] are two of the most popular
approaches for spectral voice conversion to date. Several modifications of the GMM-based conversion
have been proposed since [5,41,42]. Yet, these GMM-based conversion methods still produce muffled
output speech, apparently due to excessive smoothing of the temporal evolution of the spectral envelope.

Another GMM-based approach [6] aims to capture the temporal evolution of the spectral envelope.
It uses Maximum Likelihood (ML) estimation to train a conversion based on aligned sequences of the
source and target spectral feature vectors. This approach also enhances the Global Variance (GV) of the
spectral features, thus increasing their dynamic range, and hence decreasing the muffling effect.

In this work we present two methods dealing with GV enhancement (see Ch. 4): 1) using the frame-
work of the classical GMM training, while constraining the GV of the converted feature vectors to match
its evaluated value for the target speaker [43]. 2) a GV enhancement module, designed independently of
a specific conversion procedure [44]. Given a sequence of converted feature vectors, the module evaluates

their enhanced version by maximizing their GV, under a spectral distortion constraint.

4.1 Voice Conversion using GMM with Enhanced

Global Variance

In this section we present an approach for GV enhancement using the classical conversion proposed in [2].
We formalize the training process as a constrained least squares minimization problem: the mean distance
between the converted and target features is minimized under the constraint that the GV of the converted
features should match the GV of the target features. Objective tests show that compared to the classical
method, the proposed approach increases the GV of the spectral features, but the spectral similarity

to the target is somewhat reduced. Nevertheless, subjective evaluations indicate that the output of the

23
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constrained conversion is preferable in terms of both quality and similarity to the target.

4.1.1 Training Stage

As described in [2], a matrix form of (3.28) can be formulated as:
min||APqP — y,|?, (4.1)
qp

where @ is the amount of training vectors, M is the number of Gaussians in the trained GMM, y, is a
Q@ x 1 vector including the p-th element of all the target training vectors, A? is a @ x 2M matrix defined

in (4.3), and g? is a 2M x 1 vector including the conversion parameters defined in (4.4).

T
o2 (b g ) (4.2)
AP = (P : Dp)
{P}m,q = p(wm|xq)
1 x),m
(D }ym = p(wmlx?) —— (x = ui)
m = 17"7M7 q: 3 '5Q (43)
T
qpé(l,; LooyM DL 7IJ)W) : (4.4)

The LS solution of (4.1) is given by:
-1
q = (APTAP) APTy, (4.5)

The GV of the p-th element of the target feature vectors can be evaluated by:

2

1 &, T,
Var{yp} = 5 > (v 0 DY (46)
q=1 r=1

where y, is the @ x 1 vector defined in (4.2). A matrix form of the r.h.s. of (4.6) is:

1 & CA Y a o
s (- u) —lawiree, (4.7)
q=1 r=1

where A is a ) x Q matrix defined by:

AL (Tga=g| i o i |) (48)
1 ... 1

Similarly, the GV of the p-th element of the converted vectors can be evaluated by:

Var{F{x]}} = |A - AP¢"||* = |B"q"|%, (4.9)
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where B? £ A - AP.
In order to enhance the GV of the converted elements, while minimizing the mean Euclidian distance

between the converted and target vectors, we propose a constrained formulation:

min||A”g” —y, |*

;o o p=1,..,P (4.10)
st |[BPGP|* = ¢
where ¢, is the evaluated GV of the target, defined in (4.7).

The P constrained minimization problems defined in eqn. (4.10) can be solved by using the Lagrange

Multiplier method and joint diagonalization of the pairs {A?, BP}" | as described in [45].

4.1.2 Experimental Results

Experiment Setup

We used two U.S. English male speakers from the CMU ARCTIC database [46]: 50 parallel sentences
were used for training and 50 other parallel sentences for testing, all sampled at 16kHz and phonetically
annotated. Analysis and synthesis were performed using the Harmonic Plus Noise Model (HNM) [20] by
the toolkit available at [47]. The first 24 Mel Frequency Cepstrum Coefficients (MFCC’s) were extracted
using the harmonic amplitudes as described in [21]. The analysis frames were time aligned and the feature
vectors were matched using a Dynamic Time Warping (DTW) algorithm based on the phonetic labeling
as described in [48].

The dynamic range of the cepstral coefficients in natural speech usually decreases as their order
increases, so enhancement of the high order coefficients in the converted signal is not as important as for
low order coefficients. The training stage described above includes high computational complexity when
solving the constrained minimization problems defined in eqn. (4.10), therefore, the GV was enhanced
only for cepstral coefficients lower than a specific threshold Py = 12. For p > P, the conversion parameters
were evaluated using the classical, unconstrained approach. Several GMM models were examined using
(4,8,16,32,64) mixtures and the final value was set to 32 as it lead to the lowest spectral distortion. The
pitch was converted linearly as described in eqn. (3.1).

The performance of our proposed conversion method was examined and compared to the performance
of classical conversion [2], using both objective and subjective measures. To reduce audible artifacts
converted outcomes by both methods were processed. Before synthesis, the temporal evolution of each

1

cepstral coefficient was filtered by p + (1 — p) 27+, using p = 0.5. After synthesis, the waveforms were

filtered using a low-pass filter having a 5kHz cut-off frequency.

4.1.3 Objective Evaluations

The similarity of the converted signals to the target signals was evaluated using mean LSD and NGV as

described in Sec. 3.1.3.
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As seen in Table 4.1, the proposed approach (noted as CGMM) increased the mean normalized GV
from 10% to 90% of its natural value, at the expense of a degradation of 1.1dB, in the LSD. The mean
normalized GV achieved by the constrained approach did not reach 100%, though it was constrained to
match the natural value of the target signal, since the test sentences were not included in the training
set. We trained the proposed approach by multiplying the target NGV in the constraint term with a
factor smaller than 1 (specifically, 0.3), to achieve an intermediate working point: the mean LSD was
increased just by 0.2dB compared to the classical GMM, but the NGV reached only to 30% of its natural
value. We used the proposed CGMM method with a factor equal to 1 for the subjective evaluation tests

presented in the next section, since this value leads to the best quality in our informal listening tests.

Table 4.1: Objective performance of the proposed approach (labeled as Constrained GMM)
compared to the Classical GMM-based method.

Conversion Method Mean LSD [dB] | NGV

Classical GMM 6.2 0.1
CGMM with a factor 0.3 6.4 0.3
CGMM 7.3 0.9

4.1.4 Subjective Evaluations

Listening tests were used to evaluate the performance of the proposed constrained approach, compared
to the classical method, in terms of quality and individuality. We conducted two quality tests: an AB
preference test and a MUSHRA quality test [30], and an ABX individuality preference test as described
in Sec. 3.1.4. In every test, 10 different sentences were examined by 10 listeners which included 20-30
years old, non-experts, men and women.

In the quality AB preference test the examined signals were outputs of the proposed constrained
method and outputs of the classical conversion method. The results, presented in Fig. 4.2, indicate that
the enhanced output was almost always (about 95% of the time) preferred by the listeners.

In the MUSHRA quality tests the listeners were presented with 50 signals, overall. Ten on them were
the original (unprocessed) target sentences, used as reference signals. Four versions were presented as
test samples (10 sentences of each): (1) A converted outcome by the proposed method. (2) A converted
outcome by the classical method. (3) A hidden anchor - the target signal, low-pass filtered with a 3.5kHz
cut-off frequency. (4) A hidden reference - the original unprocessed target signal. All of the listeners
rated the hidden target signal as 100, and the anchor received a mean score of 80. The grades of the
converted outputs presented in Fig. 4.1(a), demonstrate the improved quality achieved by the proposed
constrained approach, compared to the classical approach.

In the ABX individuality test, the listeners were presented with two converted outputs (by the proposed
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Figure 4.1: The classical GMM conversion method [2] compared with the proposed
CGMM: (a) - MUSHRA quality test; (b) - preference quality test (AB).

and classical methods), randomly marked as A or B, and a processed version of the target signal, marked
as X. The target signal was processed by the same tools used for processing the converted outputs. First,
the target waveform was analyzed, and its cepstral coefficients were filtered by u + (1 — u) 2%, using
1 = 0.5. Then the waveform was re-synthesized and filtered using a low-pass filter having a 5kHz cut-off
frequency. The results of the individuality preference test are presented in Fig. 4.2. They indicate that
in 75% of the tests the enhanced outputs were perceived as more similar to the target signal than those
obtained by the classical method, even though the constrained approach suffers from some degradation

in terms of mean spectral distance.
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Figure 4.2: ABX preference individuality test - the classical GMM conversion against

the proposed constrained conversion.
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4.2 Modular Global Variance Enhancement

In this section we present a method for GV enhancement, designed independently of a specific conversion
procedure. As opposed to other previously proposed methods, where the GV enhancement is intergraded
into the conversion process [6,43], the proposed method is applied as a post-processing block. Given a
sequence of converted feature vectors, their enhanced version is obtained by maximizing their GV, under
a spectral distortion constraint. The GV of the enhanced sequences is increased up to the level where
the mean spectral distance between the converted sequence and its enhanced version reaches a preset
threshold value. This threshold enables the user to control the individuality-quality tradeoff: as the
allowed spectral distance increases, the GV can be further increased. Therefore, the GV enhancement
improves the quality of the synthesized output (sounds less muffled), at the expense of some degradation
in the individuality - the similarity of the converted signal to the target speaker. A naive approach to
increase the GV would be to just add white noise to the MFCC parameters with a variance determined
by a threshold. As expected, our informal listening tests showed that it results in noisy converted speech
and is not a viable approach.

We evaluated our GV enhancement method by applying it as a post-processing block on converted
outcomes of the classical GMM method [2]. The enhanced sentences were compared to the original
converted sentences, and also to sentences converted (with integrated enhancement) by the Constrained
GMM (CGMM) method [43]. Listening tests showed that the proposed GV enhancement method im-
proved the quality of sentences converted by the classical GMM method [2]. In addition, most listeners
preferred these results over converted sentences obtained by CGMM [43], both in terms of quality and

individuality.

4.2.1 GV Enhancement Module

Let 3?1:T be a T' x P matrix consisting of a sequence of T' converted feature vectors:

- T
YliT é ( S’l) 5,2) 3 S’T ) ) (411)

where {y,}7 € RF.
Let 21:T be a T' x P matrix comprising the enhanced version of the converted sequence Y’LT. ‘We
set the enhanced sequence as the solution of the following problem:

Zi.r = argmax {NGV{Zy.7}}

Zy.T

st LSD (ZLT,?LT) < OLsp, (4.12)

where LSD (ZLT, Y'LT) is the mean log-spectral distance (defined in (4.17) bellow) between the enhanced
and converted sequences, 3?1:T and Zi.7, correspondingly, and 0y sp is a pre-set threshold for the mean

LSD in dB. If this threshold is set to zero, the constraint is disabled and the converted sequence remains
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unchanged. For any positive value, the NGV of the enhanced sequence is higher than the NGV of the
converted sequence Y 1.7, while the LSD between these two sequences is not higher than 0rsp.

In order to obtain the enhanced sequence, we now further develop (4.12) in terms of explicit expres-
sions for NGV and LSD. Define C as a diagonal P x P matrix, comprising the GV of the target spectral
features, evaluated by (3.10):

C £ diag (0% (1)},0% (2)},...,0% (P)}) . (4.13)

Like in [43] we define a covariance operator, Ar:

1 1
Ar 2 ﬁ ( Ipwr — ?JT ) S RTXT, (414)

where Jp is a T' x T matrix of all ones. Using (3.8), (4.13) and (4.14), we write the NGV of the converted
sequence Y .1 as:

~ 1 -
NGV{Yur} = SllAr - Yir - C 2[5, (4.15)

If Mel Frequency Cepstral Coefficients (MFCCs) are used as spectral features, the mean LSD, between
each converted vector y; and its enhanced version z; can be evaluated using the Euclidian distance between
them (see eqn. (3.6):

LSD (Z¢, y:) =~ [zt — §ll2 [dB], (4.16)

where ¢; (p) and Z; (p) are the p-th element of the ¢-th time frame of the converted and enhanced sequences,
correspondingly, and & £ 10v/2/In10.

Therefore, the mean LSD between the two sequences is approximated by:

T
[ ~ ~ ’i - -
ISD (Zur,Yir) ~ % D7 =5l
K~ ~
= ?”ZI:T = Y721, (4.17)
where || @ ||2,1 is the mixed ¢2 ; norm:
o T P
1Z =20 =) (e (p) — 3 (p)*. (4.18)
t=1 \ p=1
Using (4.15) and (4.17) we formulate (4.12) as:
Zip = argmax ||ATZ1:T07%H§
1:T
~ 76
st |Zur = Yirlaa < =2 (4.19)
We solve the problem by minimizing the Lagrangian:
L(Zy.7) = _HATZI:TC_%H% +
- To
+ A <||zlzT ~Yir)z: - ;SD> (4.20)
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We diagonalize the covariance operator, A7 = USV T, and denote:

(1>

V' Zir

=
>

VTY.r

(1>

v - @ (4.21)
Substituting (4.21) in (4.20) we get:

L) = —S@+®)C 5|3+

+ A(XT: iwf(p)—mﬁ) (4.22)

where wy (p) and ¢ (p) are the (¢,p) elements of Q and ®, respectively. Taking the derivative of this

Lagrangian with respect to wy (p) we get:

oL St
= 9 bt (, _
awt (p) Cp,p ( t (p) ¢t (p))
+ Afj—(m (4.23)
Zp:l wt2 (p)
The optimal solution, obtained by setting ail(:p) =0, is:
—¢¢ (p)
we (p) = : (4.24)
L- )‘Cp,p/QS%,tHth
where wy = (wi (1), ...,w; (P))". Since |lw||2 depends on wy (p), we use the constraint and set: [|wy||s =

0rsp/k. One of the diagonal elements the matrix S is zero so to avoid ill conditioning we assume, without

loss of generality, that it is the last one and evaluate A using only the first 7' — 1 vectors from (4.24):

(4.25)

The Lagrange parameter, A\* can be evaluated by performing grid search and taking the minimal
positive value for which (4.25) is approximately sustained. The enhanced sequence is finally obtained by
setting W (A*) = Q(A\*) + @ and Z1.7 (\*) = VI (\*).

During speech synthesis, each converted sequence is substituted by its-GV enhanced version. Con-
sequently, the GV is increased, while the mean LSD between the enhanced and the originally converted

sequence is constrained by 01,sp[dB].
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4.2.2 Experimental Results

Experiment Setup

We used the same setup as described in Ch. 4.1.2. Three conversion schemes were examined: the
classical GMM-based conversion [2], the classical GMM-based conversion followed by the proposed GV
enhancement scheme, and CGMM [43], also described in Sec. 4.1. The synthesized outputs were evaluated

using both objective and subjective measures.

Objective Evaluations

We used two objective measures to evaluate the synthesized outputs: mean Log-Spectral Distortion (LSD)
between the converted and target signals and normalized GV (NGV). MFCCs were used as spectral
features, so the mean LSD between the converted and target signals was evaluated using (4.17), and
the NGV of the converted signals was evaluated using (4.15). The proposed enhancement method was
examined using three threshold values: 1dB, 2dB and 4dB. We also examined the CGMM method using
a relaxed GV constraint, by multiplying the target NGV in the constraint term with a factor smaller

than 1.

Table 4.2: Objective performance of the classical GMM-based method (LS-GMM) [2] com-

pared to its enhanced version by the proposed approach and compared to CGMM [43].

Conversion Method | Mean LSD [dB] | Mean Norm. GV
LS-GMM 6.2 0.1
Enhanced, 0,5p = 1dB 6.4 0.2
CGMM with a factor 0.3 6.4 0.3
Enhanced, 0,5 — 2dB 6.7 0.3
Enhanced, 6,55 = 4dB 7.3 0.4
CGMM 7.3 0.9

As seen in Table 4.2, the proposed approach increases the NGV of the converted sentences at the
expense of their spectral similarity to the target. Allowing a higher distance between the converted and
enhanced signals leads to a further increase of the NGV of the enhanced output. In terms of the objective
measures we examined, our method was outperformed by CGMM [43]: for the same NGV of 0.3, CGMM
(with a factor) achieved a lower LSD than the proposed approach did, and for the same mean LSD
of 7.3dB, CGMM achieved a higher NGV than the proposed approach did. However, listening tests,
presented in the next subsection, showed that the proposed approach was preferable by the majority of

listeners in terms of both individuality and quality, when compared to the other examined approaches,
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including CGMM.

Subjective Evaluations

Listening tests were carried out to subjectively assess the performance of the examined methods. The
examined signals were compared using AB quality tests and ABX individuality tests, as described in Sec.
3.1.4. In each test, 10 different randomly ordered sentences were examined by 12 listeners. The group of
listeners comprised 20-30 years old non-experts men and women.

We utilized the controlled enhancement to select the best configuration, in terms of subjective quality.
We set 01,sp = 2dB, as informal listening tests showed that the proposed enhancement approach produced
the best quality with this threshold value. As mentioned above, several working points were also examined
for CGMM using factors smaller than 1 multiplying the target NGV in the constraint term. Eventually,
we used the CGMM method with a factor equal to 1 since this value leads to the best quality in our
informal listening tests.

First, we report the impact of the proposed enhancement on the outputs of the classical conversion
method [2]. The results, presented in Fig.4.3(a) show that increasing the GV indeed improved the
perceived quality of the converted sentences. Interestingly, the similarity to the target signal was slightly
improved, as seen in Fig.4.3(b), even though objectively, the enhanced signal is less similar to the target
speaker in terms of mean LSD. This was probably caused by the difficulty of some of the listeners to

ignore the signals’ quality while rating their individuality.
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Figure 4.3: The classical GMM conversion method [2] compared with the classical con-
version followed by the the proposed enhancement: (a) - quality preference test; (b) -

individuality preference test.

Second, the overall output of the classical conversion followed by the proposed enhancement was com-

pared to the output of CGMM [43]. The proposed enhancement outperformed CGMM: it was preferred
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in 60% of the cases in terms of quality and in 70% of the cases in terms of similarity to the target, as
seen in Figs.4.4(a) and 4.4(b), respectively.
To conclude, the listeners preferred the outputs of the proposed method over the other two methods

both in terms of quality and similarity to the target.
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Figure 4.4: CGMM [43] compared with the classical GMM conversion followed by the the

proposed enhancement: (a) - quality preference test; (b) - individuality preference test.

4.3 Chapter Summary

The classical spectral envelope conversion approach is based on GMM modeling and linear conversion.
This method and several others that were suggested since, are reported to suffer from a muffling effect,
ascribed to excessive smoothing of the spectral envelopes.

In this chapter, we proposed two different methods for GV enhancement:

1. CGMM - based on the classical conversion method, where the enhancement process is integrated

within the training process of the conversion function.

2. A modular enhancement method, applied as a post-processing block, independent of the conversion

process.

The training stage of the CGMM approach formalized as a constrained LS problem. The spectral distance
between the converted and target signals is minimized, under a constraint that the GV of the converted
features should match the GV of the target sentences. Experimental results show that the CGMM
approach significantly increased the GV of the converted spectral features. However, the mean spectral
distortion obtained by the proposed approach is somewhat higher than the mean distance achieved by
the classical approach. Still, subjective evaluations indicate that the signals obtained by the proposed
approach are mostly preferred by the listeners in terms of both quality and similarity to the target

speaker, when compared to the converted outputs of the classical method.
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The modular enhancement block is designed independently of any specific conversion method. This
method is based on GV maximization under a spectral similarity constraint. The extent of enhancement
is controlled by tuning the allowed spectral distance between the enhanced and the originally converted
signal. We presented a novel formulation for the mean spectral distance between two sequences of
feature vectors, so that the threshold value for the spectral distance is specified in [dB]. Experimental
results showed that the new enhancement method improved the perceived quality and individuality of

the classical GMM conversion method.



Chapter 5

Grid-Based Voice Conversion

5.1 Background

Most training algorithms require parallel data sets, that is, prerecorded sentences of the source and
target speakers saying the same text. In such a setup, evaluation of a conversion function is based on
coupled feature vectors - source and target. Alternatively, some methods have been proposed, suggesting
training algorithms which avoid the need for pre-alignment altogether. These non-parallel methods need
to estimate the source-target correspondence, in addition to the conversion function itself such as TC-
INCA presented in Ch. 6 and others, [1,7]. Although these methods were designed for a non-parallel
setup, they can be used in a parallel setup, when aligned data is unavailable.

Even when a parallel training set is available, matching an analysis frame of the source speaker to one
of the analysis frames of the target speaker is not straightforward, since the two speakers generally do not
pronounce the text at the exact same rate. A time alignment is usually carried out using Dynamic Time
Warping (DTW), constrained by starting and ending of speech utterances [48]. These time stamps are
commonly obtained by phonetic labeling, representing the beginning and ending of each phoneme. Since
the source and target training sentences are not spoken in exactly the same rate, DTW often replicates
or omits feature vectors, artificially producing a match. The importance of correct time alignment was
recently demonstrated as having a large influence on the quality of the synthesized converted speech [49].
A different approach was suggested by [50], where a statistical model for an eigen-voice was trained using
several parallel data-sets. The conversion function is trained using the eigen-voice model and speech
sentences related to a target speaker (not necessarily parallel to the source data-sets).

GMM-based conversion methods, using either parallel or non-parallel data, typically require several
dozens of sentences for training, and therefore when applied in a mobile environment impose a long
recording session on the user. Even the low delay GMM-based approach suggested by Toda at al. was
reported to be trained using 60-250 mixtures and 50 training sentences [51]. Therefore applying them in

a mobile environment would compel the user to a long recording session.

35
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In this chapter we propose a method for spectral conversion based on a Grid-Based (GB) approxi-
mation [52]. We express the spectral conversion process as a sequential Bayesian estimation problem of
tracking the target spectrum using observed samples from the source spectrum. We propose models for
evaluation of the evidence and likelihood probabilities needed for the GB formulation. Using these ap-
proximated probabilities the algorithm sequentially evaluates the converted spectrum as a weighted sum
of the target training vectors. Recently, we presented a similar method using GB approximation which
requires phonetic labeling during the test stage [53]. In this chapter we propose a modified version of this
method, which does not require any labeling for testing. Additionally, as in TC-INCA (Ch. 6), we use

context vectors instead of single vectors in order to improve the estimation of the likelihood probability.

Some approaches for training a conversion function that are not based on GMM have been pro-
posed, among them training using a state-space representation [54], and using exemplar-based sparse-
representation [36]. Since these methods are closely related to the proposed GB method, we address
them and discuss the differences between them and the GB approach in more details after describing the
proposed method in this work (see Sec. 5.4). Still, these method are also not suitable for mobile environ-
ment since they require several hundreds of parallel training sentences and/or very high computational

load during conversion and a substantial memory footprint.

Furthermore, as opposed to previously proposed methods that use parallel and time aligned training
sets, the GB conversion approach does not require a one-to-one correspondence between the source and
target training vectors. The training process uses parallel sentences but is based on soft correspondence
between the source and target vectors, obtained by phonetic labeling of the training sentences without

frame alignment, thus eliminating the need for DTW.

Unlike other GMM-based methods that use statistical modeling of the spatial structure of the source
and target spectra, the GB method is data-driven, so it is easily trained using merely 5-10 sentences.
Its training stage involves simple computations based on the Euclidean distance between the training

vectors.

Objective evaluations show that the GB conversion method proposed here leads to GV values that are
closer to the GV values of the target speaker than the classical GMM conversion method and to lowest (or
very close to it) spectral distance to the target spectra, at the same time. To further improve the quality
we applied our GV enhancement post-processing block (see Ch. 4.2). we present an overall scheme,
Enhanced-GB (En-GB), consisting of GB conversion, followed by GV enhancement. We used objective
measures and also performed extensive subjective evaluations, to compare our proposed En-GB scheme
to JGMM, [3], also followed by the same GV enhancement block (En-JGMM), and to CGMM presented
in Ch. 4.1.0bjectively, En-GB leads to better performance than En-JGMM and CGMM in terms of both
spectral distance and GV, using 10 sentences. Listening tests show that in terms of similarity to the
target, En-GB outperforms the other examined methods. In terms of quality, CGMM was rated as best,
where En-GB was rated as comparable to En-GMM.
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5.2 Grid-Based Formulation

A brief formulation of sequential estimation using Bayesian tracking is presented in Sec. 5.2.1. In many
practical cases, applying this formulation yields a high computational load, which is sometimes unfeasible.
The GB method provides a discrete approximation for Bayesian tracking with much less computational

complexity, as described in Sec. 5.2.2.

5.2.1 Bayesian Tracking

Denote by y: a hidden state vector, following a first order Markov dynamics:

ye = ft (ye-1, 1), (5.1)

where f; is a function (not necessarily linear) of y,_1 and of an i.i.d. noise sequence u;. The observed

signal, x;, depends on the hidden state and on an i.i.d. measurement noise,v;:

Xt = ht (yt,Vt) 5 (52)

where h; (-) may also be non-linear.
The Bayesian optimal estimate for the state vector y; in terms of minimizing the mean squared error,

given ¢ vectors sequentially sampled from the observed process - x1.; = {X1,..., X}, is obtained by!:

Yi = Elyelx1:] = /p(yt|xl:t)ytd3’t- (5.3)
The posterior probability p (y¢|x1.:) can be obtained recursively in two stages:
1. Prediction - obtain the prior probability:
p(yelxi-1) = /p(yzelyt—l)p(Yt—1|X1:t—1)dyt—1- (5.4)

2. Update - use the current observation x; to update the posterior probability:

p(xt|Yt)p(Yt|X1:t71)
P(Xt|X1;t—1)

P (yelx1:e) = , (5.5)

where,

p(Xt|X1:t71) = /p(Xt|Yt)p(Yt|X1:t71)dYt- (5-6)

This recursion is initialized by setting the prior probability to be equal to the initial probability of the
state vector: p(yo|xo) = p(yo), where p(yo) is assumed to be known (in practice, mostly taken as a
uniform distribution). The likelihood function p (x¢|y:) that appears in (5.5) is determined according to
the measurement model (eqn. (5.2)) and the statistics of the measurement noise vy.

When the noise signals u; and v; are Gaussian, and the functions f; (-) and hy (+) are linear and time

invariant (meaning that f; () = f () and h: (-) = h(:)), this recursion can be computed analytically,

n general, any arbitrary integrable function of the state vector y; can be evaluated [52].
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leading to Kalman filtering [55]. Yet, in most practical cases where these conditions are not sustained,
this derivation is hard and often performed using approximation methods such as GB approximation or
particle filtering [52]. These methods sequentially evaluate the posterior probability as a discrete weighted
sum using a given set of samples in case of GB, or a randomly drawn set in case of Particle Filtering.
In this work, we express the spectral conversion process as a sequential estimation problem tracking
the target spectrum, using observed samples from the source spectrum. We propose models for the evi-
dence and likelihood probabilities needed for the GB formulation. Using these approximated probabilities
the algorithm sequentially evaluates the converted spectrum as a weighted sum of the target training vec-
tors. It is well known that the performance of particle filtering crucially depends on successful statistical
modeling of the state-space temporal evolution. The performance of GB, on the other hand, depends on
dense modeling of the state-space by a set of predetermined grid-points. Nevertheless, in the following
sections we show that 5-10 training sentences alone, which still result in several thousands of spectral
feature vectors, are sufficient for training a GB conversion. Our subjective evaluations show that the GB
conversion is found to be better or comparable, at least, to the classical GMM conversion method, when

trained by this small set.

5.2.2 Grid-Based Approximation

The main principle of GB approximation is to provide a Bayesian sequential estimation framework while
avoiding the integral computations in (5.4) and (5.6) by using a discrete evaluation of the posterior
probability.

Let {yf}Nyl be a set of predetermined grid-points taken from the state-space {yt}. We divide the

state space into cells, so that each cell has a grid point y} as its center. Thus, the posterior probability

can be approximated by?:

Ny
p(yilxie) = > whd (ye — yi). (5.7)
k=1
Ny
where the posterior weights {wfl t}k denote the conditional probabilities:
=1
wf\t =p (ye = yilx1) - (5.8)

Using this discrete approximation, the prior probability is also approximated as a discrete sum:

Ny
p(yelxia1) = Y wfi, 16 (v —yf). (5.9)
k=1

The prior weights can be estimated sequentially [52]:

N,

Yy
wh, &> wi g p (YY), (5.10)
=1

2If the state space is indeed discrete and finite, and the grid-points consist of all its states, this

evaluation becomes exact.
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where p (yf|yi_1), called the evidence probability, is derived from the state space dynamics (eqn. (5.1)).

The posterior weights {wf‘t}kN:y1 are evaluated by:

b Galyd)

Wi = N )
PO} wé\tqp (xtly:)
where, as stated above, the likelihood probability p (xt|yf) is derived from the measurement model (eqn.

(5.2)).

Finally, the hidden state vector y; is approximated using the posterior weights:

(5.11)

Ny
Jie = Elyilxia =~ Y wy,yf. (5.12)
k=1

Note that equations (5.10), (5.11) and (5.12) are discrete evaluations of equations (5.4)-(5.3), correspond-
ingly. It is known [52] that the estimated terms in (5.7) and in (5.12) are biased for any finite N,,. Still,
as more grid points are taken the bias gets smaller and the approximation improves, since the state space
is more densely represented.

k

The sequential estimation process is initialized using the initial probability of the state vector p (yo),

which as stated above, is assumed to be known:

who =p (¥6) - (5.13)

Table 5.1 summarizes the main stages of sequential Bayesian estimation using GB approximation.

Table 5.1: Bayesian Estimation Using Grid-Based Approximation.

Input: a sequence of states sampled from the observed process - x1.p
Initialization: set the initial weights, {wlgm}fj:yp using eqn. (5.13)
Main Iteration: for t = 1,...T, perform the following steps:

1. Evaluate the prior weights, {wﬁt_l}]kvzyl, using eqn. (5.10).

2. Evaluate the posterior weights, {wﬁt}g‘:”l, using eqn. (5.11).

3. Evaluate the hidden state, y¢, using eqn. (5.12).

Output: a sequence of the estimated hidden states - §1.1

5.3 Voice Conversion Using Grid-Based Approxima-
tion

We now use the GB approximation method described above as a framework for spectral voice conversion.

We express the conversion as a sequential estimation problem, where the observed process is the source
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spectrum, and the tracked state-space is the target spectrum. We propose models for both likelihood and
evidence densities, required for the sequential estimation process, as described in equations (5.10)-(5.12).

The GB conversion method proposed here uses a parallel training set, but does not require time
alignment between the source and target training vectors since it is trained using soft correspondence
between them, rather than matched pairs. The training and conversion stages of the proposed GB

conversion method are presented below in Secs. 5.3.1 and 5.3.2, respectively.

5.3.1 Training Stage

The training process described here includes pre-computation of the evidence and discrete likelihood
probabilities. These probabilities are evaluated using all available training data. Note the difference
from our previously presented GB method, where these probabilities were evaluated separately for each
phoneme [53]. The source and target training sentences are assumed to be parallel and phonetically
labeled. The spectral features of the two speakers are extracted from the voiced frames, but, as stated
above, no time alignment is performed. Instead, a matching process of the source and target utterances
is performed as follows. Each sequence of frames related to a certain phoneme at the source, is matched
to its corresponding sequence at the target, according to the phonetic labeling. When matching frames
extracted from recordings of the the word ”father”, for example, the sequence of frames related to the
phoneme " at the source is matched to the sequence of frames related to the phoneme ", taken from the
target’s recording of this word. The same is done for ”a”, ”th” etc. Note that although matched sequences
mostly have different lengths, our training process does not require using an alignment procedure such as
DTW, unlike GMM-based methods do. Based on the matched sequences, we model the discrete likelihood

probability used in eqn. (5.11), as:

1 x™,y* belong to the same phonetic sequence
p (% =x"[y: = y*) (5.14)
0 otherwise,

where {xm}%’;l and {yk}i\[:‘“’1 are source and target training vectors, respectively. We normalize the

obtained discrete likelihood probability so that:

p(xe =x"y; = yk) =1, Vk=1,..,N,. (5.15)

m=1
The discrete likelihood probability defines a relaxed correspondence between source and target
training vectors, as opposed to a one-to-one match defined in other parallel methods, for which
p(xe = x|yt = y%) = 0.

The evidence probability, as mentioned before, expresses the transition probability from state y' to
state y*®. In natural speech, spectral feature vectors related to consecutive time frames are typically
similar, but not identical. Motivated by this behavior, we model the transition probability as having the

same value for all the states inside a ball, centered at y* with a radius R,. The probability of transitions
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to farther states, however, is taken as a simple Gaussian distribution, centered at y*. Altogether, we

model the discrete evidence probability, used in eqn. (5.10), as:

1%,3,1
e 2
p(ye=ylyi-i=y) = ———, (5.16)

M
N, Mk
Ek:1 e 2

where the exponential term in eqn. (5.16) is the maximum between the LSD of the two states y' and y*

(as defined in eqn. 3.6, Ch. 3.1.3), normalized by a parameter R,, and 1:

LSD (y*,y!
M} = max (M, 1) , (5.17)
R,

where y? (p) and y' (p) are the p-th elements of y* and y', respectively. An alternative approach would
be to take the exponential term, defined in eqn. (5.17), as a normalized distance. For example, M}, ; =
LSD (yk, yl) /Ry, where R, is a parameter selected by the user. However, in case of a sparse training set
the most substantial probability would be for staying in the same state. Since the training set is fixed,

the likelihood and evidence densities are in fact time invariant.

5.3.2 Conversion Stage

The likelihood probability modeled above in eqn. (5.14) is defined only for a discrete set consisting of the
source training vector. In this section we extend (5.14) to model any input vector x; € RF as required

by the GB formulation.

In our previous work dealing with GB-conversion, [53], we modeled the continuous likelihood prob-
ability p (xt|yt = yk) as a sum of the discrete likelihood probabilities p (xm|yt = yk) , m=1,...,Ng,
(defined in (5.14) and (5.15)), each weighted by a Gaussian kernel, centered at x™:

222117 (Xmlyt — yk)e—LSDz(xt,xm)/QRi

k
o — N , 5.18
p( t|Yt Yy ) lecv:yl Zfi’;lp(xmlyﬁ _ yk)e—LSDZ(xt,xm)/QRg ( )

. . . _ 2 m 2 .
where R, is a parameter determined by the user. The Gaussian term e~ "SP”xt:x™)/2F: can be viewed as

an interpolation factor from the discrete space represented by the source training vectors to the continuous

space of the test source vectors.

Denote X; = (xt,T/Q, ey Xy eney XHT/Q) as context test vector - a sequence of test source vectors. Also
denote {XT}fvazl as training context vectors similarly obtained from the source training set. In a recent
work, [56], (also presented Ch. 6), we have shown that Euclidian distance between context vectors leads
to improved spectral matching compared with Euclidian distance between single vectors . Although that
was shown for matching spectral segments of two different speakers, it is certainly beneficial for matching

spectral segments taken from the same speaker. Therefore, we substitute the LSD term in the Gaussian
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kernel in eqn. (5.18) with the mean LSD between context vectors, i.e.:

Ziﬁil p (Xm|Yt = yk)e_LS_DQ(X“X;n)/QR?"

k
X = = ———
p( t|}’t Y) Zivzylzzilp(xmlyt :yk)e—LSD2(Xt,X;"')/2R?E
/2
— 1
LSD’ (X, X") = ~ 7 LSD (%7 (5.19)
v=—7/2

Define wfl , as the posterior weights corresponding to the training vectors {yk}g:yl:
wijy £ p (Velx10) - (5.20)

During conversion, the posterior weights are sequentially evaluated, using the corresponding evidence
and likelihood probabilities defined in (5.16) and (5.19), according to equations (5.10) and (5.11). The

posterior weights are used to obtain the converted outcome as a discrete Bayesian approximation (as

defined in (5.12)):

Ny
Fi{xi} = Elyixaa] = > wh,yt. (5.21)
k=1

Due to the sequential update of the posterior weights, the converted spectral outputs evolve smoothly
in time, within each phonetic segment, also during transitions between phonemes. Figure 5.1 demonstrates
the obtained time evolution of the first and third MFCCs using GB conversion, compared to the classical
GMM-based conversion - JGMM [3]. The classical GMM-based conversion are applied frame by frame
which may lead to discontinuities. The proposed GB, however, is based on a sequential update leading

to a smoother time evolution of the cepstral elements, as seen in Fig. 5.1.
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Figure 5.1: Temporal evolution of the 1st and 3rd cepstral coefficients of: the target signal
- blue; JGMM - green; GB - red.

To conclude, the main stages of converting a sequence of source vectors are summarized in Table 5.2.
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Table 5.2: Voice Conversion Using GB Approximation.

Input: a sequence of feature vectors related to the source speaker xi.p
Initialization: set the initial weights, {w’gm}ivil.
Main Iteration: for ¢t = 1,...T, perform the following steps:

1. Evaluate the prior weights, {w 1}2\[;’1, using equations (5.10) and (5.16).

k
tlt—
2. Evaluate the posterior weights, {wﬁt}gil, using equations (5.11) and (5.14).
3. Evaluate y; = F{x;}, using (5.21).

Output: a sequence of converted vectors - y1.1

5.4 Related Work

The GB approach uses a state-space representation of the source and target spectra to obtain a converted
spectra as a weighted sum of the target training vectors. In this section we address two related methods:
1) a method based on state-space representation [54]; 2) an exemplar based approach [36], where the
converted spectra is evaluated as a weighted sum of the target training vectors. We discuss here the

similarities and differences between these methods and our proposed approach.

In [54], a state-space approach for representing speech spectra as an observed process generated
from an underling sequence of a hidden Markov process has been proposed. The source and target
speech are both modeled using this state-space representation. The state-space parameters are divided
into two parts: a common part related to the uttered speech (assuming a parallel training set) and a
the differentia part related to the difference between the speakers. These parts are evaluated during
training time using an iterative algorithm known as Expectation Maximization (EM) [16]. During test,
the common parameters related to the test utterance are evaluated using EM and then used, along with
the trained differentia part to obtain the converted spectra. Both training and conversion stages include
iterative training (EM). Conversion results reported by the authors were obtained using several hundreds
of parallel training sentences. Although our method and Xu et al.’s method, [54], both use state-space
for representing the temporal evolution of the speech sprecta, in our method the source and the target
spectra are linked through a state-space dynamics, where in Xu et al.’s approach the parallel source
and target spectra are each modeled as the observed signals of a shared underlined unobserved Markov

process.

An exemplar-based sparse-representation approach for voice conversion has been proposed in [36].
Each speech signal is modeled as a linear combination of basis vectors (the training vectors), where
the weighting matrix is called an activation matrix. The main assumption used in this method is that
the speaker’s identity is modeled by the basis vectors, where the information regarding the uttered text

lies entirely in the activation matrix. Therefore, given a test source signal, its activation matrix is
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evaluated and then multiplied by the target training set, used as the target basis vectors, to obtain the
converted spectra. Therefore, this method does not require any training, but its testing stage includes high
computational load and a substantial memory footprint. As the exemplar-based method, our proposed
GB method also uses a linear combination of the target training vectors. Besides the obvious differences
in the models used by the two methods, there are two major differences:1) We use sequential evaluation
of the weights to ensure smooth temporal evolution while in the exemplar based the activation matrix is
evaluated as a batch. 2) We use scalar weights while the exemplar-based method uses weighting vectors

(the activation matrix).

5.5 Experimental Results

5.5.1 Experiments Setup

In our experiments we used speech sentences of four U.S. English speakers taken from the CMU ARCTIC
database [46]: two males (bdl, rms) and two females (clb, slt). Two different sizes of training sets 5 and
10 parallel sentences were used to demonstrate the performance of the examined methods as a function of
training set size. The testing set consisted of 50 additional parallel sentences. All sentences were sampled
at 16kHz and were phonetically labeled.

Analysis and synthesis were both carried out using an available vocoder [57]. This vocoder uses a
two-band harmonic/noise parametrization, separated by a maximal voicing frequency for representing
each spectral envelope [58]. 25 Mel Frequency Cepstrum Coefficients (MFCCs) were extracted from the
harmonic parameters [21]: the zero-th coefficients, related to the energy, were not converted. The other
24 coeflicients were used as spectral feature vectors during training and conversion.

The spectral features of unvoiced frames were not converted but simply copied to the converted
sentence, since they do not capture much of the speaker’s individuality [59] and their conversion often
leads to quality degradation [60]. The maximal voicing frequency was also not converted but re-estimated
from the converted parameters by the vocoder. The sequences of the training data set used for GB
conversion were matched (without alignment), as described in Sec. 5.3.1. The training set used for the
other examined methods, and the testing set, were each time aligned using a DTW algorithm based on

phonetic labeling [48]. The pitch was converted linearly as described in eqn. (3.1).

5.5.2 Objective Evaluations

The examined GMM-based methods (JGMM and CGMM) were trained using diagonal covariance ma-
trices and 1 — 4 Gaussian mixtures, due to the low amount of training data.

We begin with a short examination of the influence of each of the three parameters of the proposed
GB method (R, R, and 7) on its performance. Figure 5.2 presents the ND vs. NGV values obtained
for the proposed GB method using R, € [0.3,2], R, € [1,4] and 7 = 1, trained by 10 sentences, for
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a male-to-male conversion. As the parameter R, gets higher, more grid-points are considered in the
weighted sum, so that ND decreases, but the NGV also decreases. Since the evidence probability is solely
determined by the training set (see eqn. (5.16)), we also examined the performance of the GB method
using a data-driven value for R, specifically, the median of the MCD between all training vectors pairs
related to the target speaker. These values vary between 2-3dB when using different source-target pairs
and data-set sizes. As depicted in Fig. 5.2, the median leads to the best ND-NGV values so all results

presented from now on were obtained using this value for ;. Figure 5.3 presents the ND vs. NGV
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Figure 5.2: ND vs. NGV for GB conversion for a male-to-male conversion using 10
training sentences and R, € [0.3,2]dB, 7 = 1 and: R, = 1dB - blue x; R, = 2dB - red

circle; R, = median - black astrict; R, = 3dB - magenta square.

values obtained for the proposed GB method using R, € [0.3,2], 7 = (0,1, 2), trained by 10 sentences,
for a male-to-male conversion. Using 7 = 1 leads to higher NGV values than using 7 = 0, with a slight
increase in the ND. However, increasing 7 further leads to the same NGV values with a minor decrease
in the ND. Table 5.3 summarizes the ND and NGV values achieved by JGMM [3] and the proposed GB
conversion method, for all four gender conversions: male-to-male (M2M), male-to-female (M2F), female-
to-male (F2M) and female-to-female (F2F), using 5 and 10 training sentences. The number of mixtures
for JGMM, and parameters for the GB (R, and 7) were selected for each method and training set so
that a minimal ND was attained, while keeping the NGV as high as possible. As mentioned above, R,
was taken as the median. The proposed GB leads to higher NGV values in all the cases. For 5 training
sentences JGMM leads to lower ND values (except for F2M), however, using 10 training sentences, the
proposed GB achieves lower or very similar ND values. Still, both methods lead to very low NGV values
and consequently, muffled sounding synthesized signals.

To further improve the quality of the synthesized speech, we applied the post-processing method for
GV enhancement [44]. This method maximizes the GV of an input sequence, under a spectral distortion
constraint. The GV of each enhanced sequence is increased up to the level where the MCD between the

converted sequence and its enhanced version reaches a preset threshold value, denoted as Oy;cp. We
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Figure 5.3: ND vs. NGV for GB conversion for a male-to-male conversion using 10

training sentences and R, € [0.3,2], R, = median: 7 = 0 - blue x; 7 = 1 - red circle;

T = 2 - black astrict.

Table 5.3: Objective performance: ND and NGV values using 5 and 10 training sentences,

for all four gender conversions.

5 Train. Sent | 10 Train. Sent
ND | NGV | ND NGV
JGMM | 0.72 | 0.15 0.71 0.13
M2M
GB 0.73 0.25 | 0.69 0.14
JGMM | 0.7 0.15 0.7 0.12
M2F
GB 0.71 | 0.21 | 0.69 0.19
JGMM | 0.74 | 0.14 | 0.71 0.13
F2M
GB 0.71 | 0.34 | 0.71 0.42
JGMM | 0.8 0.22 0.8 0.18
F2F
GB 0.88 | 0.34 | 0.81 0.31

recently showed [44] that this method leads to significant improvement in the perceived quality of signals
converted by the classical GMM method [2]. In this work we applied this GV enhancement method to
JGMM (3], and to our proposed GB conversion outcomes. We also examined the performance of CGMM,

which considers GV enhancement at training.
Table 5.4 summarize the ND and NGV values achieved by the examined conversion methods, for all
four gender conversions using 5 and 10 training sentences. Again, the GB conversion, followed by GV

enhancement with 6y,cp = 2dB (En-GB) leads to the highest NGV values. Using 5 training sentences,
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JGMM leads to the lowest ND values, while En-GB comes in second (except for F2F). Using 10 training
sentence, En-GB, produces the lowest ND and at the same time the highest NGV, for M2M and M2F
conversion. For F2M and F2F conversion, En-GB leads to the highest NGV with very similar ND values
to JGMM, which are the lowest.

Table 5.4: Objective performance: ND and NGV values using 5 and 10 training sentences,

for all four gender conversions with GV enhancement (0 = 2dB).

5 Train. Sent | 10 Train. Sent
ND | NGV | ND NGV
JGMM | 0.76 0.6 0.74 0.55
M2M | CGMM | 0.83 | 0.46 | 0.82 0.45
GB 0.79 0.8 |0.73 0.6
JGMM | 0.74 | 0.57 | 0.74 | 0.54

M2F
CGMM | 0.83 | 045 | 0.84 0.46
GB 0.76 | 0.73 | 0.73 | 0.68
JGMM | 0.77 | 0.63 |0.75 | 0.69

F2M
CGMM | 0.86 | 0.62 | 0.85 0.61
GB 0.76 | 0.95 | 0.77 1.1
JGMM | 0.86 | 0.79 | 0.85 | 0.65

F2F

CGMM | 091 | 0.63 | 0.89 0.6
GB 0.95 1 0.87 | 0.98

To conclude the objective examination, in terms of NGV, the proposed EN-GB conversion scheme
outperforms all the examined methods. In terms of ND, JGMM leads to lower ND values using 5 training
sentences. Using 10 training, En-GB leads to the lowest (or very similar to the lowest) ND values.

In the next section we present subjective evaluation results comparing the proposed En-GB conversion
scheme to the classical GMM-based conversion method (with enhancement) and to CGMM, in terms of

perceived quality and similarity to the target speaker.

5.5.3 Subjective Evaluations

Listening tests were carried out to subjectively assess the performance of the examined methods (all
trained by 10 sentences). In every test, 10 different sentences were examined by 11 listeners. The group
of listeners included 20-30 years old, non-experts, men and women. The same four speakers (two males

and two females) that were used for the objective evaluations, were used for the subjective evaluations.
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The number of mixtures for the GMM-based methods and parameters for the GB conversion (R, and 7)
were set so minimal spectral distortion would be attained while keeping the NGV as high as possible. We
used informal listening tests to select the threshold value for GV enhancement from 0,;,cp = 0.5, 1,2, 4dB.
The best perceived quality was obtained with 6);cp = 2dB, for both JGMM and GB. All four gender
conversions were performed using the same parameters values as described above.

We conducted subjective quality evaluations in a format similar to Multi Stimulus test with Hidden
Reference and Anchor (MUSHRA) [30]. The listeners were presented with four test signals: (a) a hidden
reference - the target speaker; (b) Enhanced JGMM; (¢) CGMM; (d) Enhanced GB (En-GB). The test
signals were randomly ordered, and the listeners were not informed about the hidden reference signals
being included in the test set. During evaluation, the listeners were asked to compare the test signals
to the reference signal (the target speaker) and rate their quality between 0 to 100, where at least one
of the test signals (the hidden reference) must be rated 100. As expected, all the listeners rated the
hidden reference as 100. The mean scores of the examined methods for M2M, M2F, F2M and F2F
conversions, and also their scores averaged over all four conversions are presented in Figures 5.4 and 5.5,

respectively. All subjective results are presented with their 95% confidence intervals.  We evaluated
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Figure 5.4: Subjective quality test, comparing: Enhanced JGMM (En-GMM), CGMM
[43] and Enhanced GB (En-GB).

the individuality performance using, again, a similar format to MUSHRA, as conducted by Godony et.
al. [31]. The listeners were presented with the same test signals (including the hidden reference) and were
asked to rate their similarity to the reference signal, in terms of the speaker’s identity, while ignoring
their perceived quality. The mean individuality scores of the examined methods for M2M, M2F, F2M
and F2F conversions, and also their scores, averaged over all four conversions, are presented in Figures
5.6 and 5.7, respectively.

Except for F2F, the proposed EN-GB was rated as most similar to the target speaker (Fig. 5.6). In
terms of perceived quality, CGMM was rated as having the best quality, while EN-JGMM and EN-GB

were rated as comparable (Fig. 5.4). All in all, considering all four gender conversion, the proposed
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Figure 5.5: Subjective quality test averaged over all four gender conversions comparing;:

Enhanced JGMM (En-GMM), CGMM [43] and Enhanced GB (En-GB).
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Figure 5.6: Subjective individuality test, comparing: Enhanced JGMM (En-GMM),
CGMM [43] and Enhanced GB (En-GB).

EN-GB was marked as most similar to the to the target speaker, while CGMM was marked as having

best quality.

5.6 Chapter Summary

We propose here a GB voice conversion method suitable for low resource environments, which can be
successfully trained using very few sentences (5-10) and does not require phonetic labeling of the test
signals.

The GB conversion method is based on sequential Bayesian tracking, using a Grid-Based (GB)
formulation. The target spectral evolution is modeled as a hidden Markov process, tracked by using

the source spectrum, modeled as the observed process. The training stage is very simple and based on
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Figure 5.7: Subjective individuality test averaged over all four gender conversions com-

paring: Enhanced JGMM (En-GMM), CGMM [43] and Enhanced GB (En-GB).

Euclidean distances between the training vectors and it is successfully performed using very small training
sets. Additionally, although GB is trained using a parallel set, time alignment is not needed. During
training, the evidence and likelihood probabilities needed for the GB formulation are approximated as
discrete densities. During conversion, the converted spectrum is obtained as a weighted sum of the
training target vectors, used as grid-points. The weights are sequentially evaluated so that a smooth
temporal evolution of the converted spectra is produced.

We used a small set of just 10 sentences for training both the classical GMM-based conversion
function and our GB method. According to our experiments, the GB conversion method achieves lower
spectral distances between the converted and target spectra and GV values which are closer to the
target speaker’s values, than the classical GMM-based conversion. To further improve the quality of the
synthesized speech, we increased the variability of the converted vectors by applying GV enhancement as
a post-processing block. We compared the proposed Enhanced GB (En-GB) scheme to CGMM and to
classical GMM-based conversions, with GV enhancement, using listening tests. This comparison showed
that En-GB is best in terms of similarity to the target speaker and comparable to the enhanced GMM

conversion, in terms of quality.



Chapter 6

Non-Parallel Conversion

In this chapter we formulate the non-parallel training process as a minimization problem of a joint
cost, considering temporal-context alignment and conversion function. We propose a generalization of
INCA (described in Sec. 3.2.3), denoted here Temporal-Context INCA (TC-INCA), based on matching
sequences of vectors (rather than single vectors), according to their original temporal context. We show
that TC-INCA (and hence also INCA) are, in fact, alternating minimization steps of the joint cost, and

prove their convergence.

Fig. 6.1 illustrates the main difference between TC-INCA, which is based on matching temporal

context vectors, and INCA’s, which is based on matching single vectors.

\ single vectors ) \ sequences /

(a) (b)

Figure 6.1: Alignment process: (a) - matching feature vectors used in INCA; (b) - tem-

poral context vectors (sequences of feature vectors) used in TC-INCA.

We present objective and subjective evaluations comparing the proposed TC-INCA to INCA. Our
method significantly increases the amount of correctly matched pairs and leads to improved synthesized

quality and similarity to the target.

51
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6.1 TC-INCA

6.1.1 Joint Cost

In this section we formulate the training stage of a non-parallel conversion as a minimization problem of a
joint cost, considering both conversion and context-based matching functions. We define a set of context
vectors {Xp 3, € RUTHD [y, 3 e RUTHD obtained by concatenating T/2 (T is even) successive

vectors before and after each training vector:
A T T T T
X, = (xk_T/Q,...,xk,...X,H_T/Q)

-
Y, £ (ij_T/Q,...,y]T,...yL_T/Q) , (6.1)

where N, = N, — T, N, = N,, — T are the number of the source and target context vectors, respectively.
We assume that the non-parallel source and target sets are extracted from several continuous utterances
(words, sentences). To simplify the notation we also assume that the indices k and j reflect their temporal
ordering, meaning that xj and xj41, for example, are extracted from consecutive time frames.

Given a spectral conversion function, its inverse, 1 (+), and two matching functions p () and ¢ (-) -
pairing each source context vector to a target context vector and vice versa, we write a joint cost function,

similar to eqn. (3.31):

21

x Ny
L= FXe) = Yoml + 3 [Xem) — FH(Y)
1 j=1

1%, (6.2)

el
Il

where the converted context vectors F (Xj) are obtained by applying the conversion function on each

feature vector:

T,...,]-'(xk)T,...]:(Xk+T/2)T)T, (6.3)

F(Xp) £ (]: (Xk—1/2)

and similarly for F=1 (Y;).
The cost presented in eqn. (6.2) is the empirical squared-error between the source and target se-
quences and their estimated versions (using the conversion function), according to the two alignment
functions, p and ¢q. Therefore, we regard the training stage as an optimization problem, aiming to

minimize this cost:

{F*,p*,q¢*} = argmin L (p,q,F). (6.4)
{F.p.a}
In the parallel case, alignment is obtained by using DTW and phonetic labeling (if available). Assum-

ing, w.l.o.g., that the source and target training vectors are ordered so that x; matches y,, Vk=1,..., N,
the matching functions become identity functions: p (k) = ¢ (k) = k. Substituting eqn. (6.3) in eqn.

(6.2) and neglecting the ends, our cost becomes:

Epara = T(Z ||‘7:(Xk) - yk||2 + Z ij - ]:_1 (y])H2>’ (65)
k=1 j=1

which is a symmetric generalization of the empirical loss minimized in the training process of the classical

GMM-based conversion (see Sec. 3.2.2, eqn. (3.22)), up to a constant T
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6.1.2 Iterative Minimization

In this section we present an iterative approach, for reducing the joint cost defined in eqn. (6.4), similar to
the iterative process of INCA [1]. Applying standard minimization techniques such as gradient descent is
rather problematic considering the non trivial dependency of the joint cost with respect to the matching
functions. Alternating minimization is a well known iterative technique for minimizing cost functions
depending on more than one variables [61]. Applying this method for minimizing the joint cost, reduces

eqn. (6.4) to two minimization problems solved iteratively for ¢t = 1,2, ...:

{pt,q:} = argmin L (p,q, Fr_1) (6.6)
{r.q}

Fi = argmin L (pt, qi, F), (6.7)
f

Lemma 6.1. The series L (pe, qi, Fi) converges to a (local) minimum.

Proof. According to eqns. (6.6) and (6.7), the solutions {F%, ps, ¢:} sustain:

L £ L(peanFe) < L(peq, Fir)
< L(pr-1,qio1, Fio1) & Loy (6.8)

The series {£;} is non-increasing and obviously bounded by zero, therefore converges to a (local) mini-

muim. O

Convergence to a global minimum, or even existence of a single minimum is not guarantied since the
original minimization problem stated in eqn. (6.2) is not convex.
Given a conversion function, the joint cost is separable in p and ¢, leading to a two-step solution of

eqn. (6.6):

N,

p; = argmin Z [ Fio1 (Xi) — Yp(k)H2
p k=1
N,
' _ 2
@ = arg;nln Z 1Xq() — Feoi (Y5)| (6.9)
j=1

We apply a nearest-neighbor search, similar to the one applied for INCA, but instead of using single

spectral feature vectors, we use the context vectors defined in eqn. (6.1):

pe(k) = argmin [|F_y (Xp) — Y,
J

g (j) = arg;nin HX;C—]-‘;_l1 (Yj)H2 (6.10)

According to our preliminary experiments, an optimal exhaustive search for the exact solutions of (6.9)

yields a negligible improvement compared to a nearest-neighbor search.
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Substituting eqn. (6.3) into eqn. (6.7) and neglecting the ends, the minimized term takes a similar

form to the parallel symmetrical cost presented in eqn. (6.5):

N(E
F; = argmin Z||f(xk)_ypt(k)||2+
F k=1
Ny
_ 2
+ 2  —F D - (6.11)
j=1

Consequently, any parallel conversion method minimizing this squared error can be used as an auxil-
iary function, using the parallelized training set - {(xk, th(k:)) , (th(j)v yj) } The classical GMM-based
conversion, for example, can fit this description since its parameters are evaluated using Least Squares

minimization of the MSE between the converted and target vectors as described in Sec. 3.2.2.

The TC-INCA algorithm, is summarized in Table 6.1. We note that if no context frames are consid-

Table 6.1: Joint Cost Optimization Using TC-INCA.

Input: a non-parallel training set of context
vectors {X,Y'}

Initialization: set the initial conversion func-
tion to identity: Fp (X) =X

Main Iteration: for ¢t = 1, 2... perform the fol-
lowing steps:

1. Evaluate the matching functions, p¢, ¢;, using
eqn. (6.10).

2. Train an auxiliary conversion function using
eqn. (6.11).

3. Evaluate the cost function £ (py, q¢, Ft) using
eqn. (6.2) and check convergence.

Output: conversion and matching functions

Dt e, Ft-

ered, meaning 7' = 0, TC-INCA essentially becomes identical to INCA.
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6.2 Experimental Results

6.2.1 Experiment Setup

Three U.S. English speakers (two females and one male) taken from the CMU ARCTIC database [46]
were used for our objective and subjective evaluations in two directions - female to female (F2F) and
female to male (F2M). Analysis, synthesis and extraction of 24 MFCCs were performed using an available
toolkit [57], based on the Harmonic Plus Noise Model (HNM) [62,63].

We used both parallel and non-parallel sets for training, consisting of (5,10, 50, 100) sentences, and
an additional set of 50 parallel sentences for testing, all sampled at 16kHz. The pitch was converted
using a simple linear function using the mean and the standard deviation values of the source and target

speakers.

6.2.2 Objective Evaluations

We used two objective criteria to evaluate the performance of the trained matching and conversion
functions: phonetic accuracy, measured by the percentage of training vectors having the same phonetic
label as their matches (as suggested by [60]), and Normalized Distance (ND), as defined in eqn. (3.7)

We used the classical GMM method for training the auxiliary and final conversion functions using
full covariance matrices and (1,2,3,4) mixtures for both methods. TC-INCA was trained using several
context lengths, T' = (2,4, 8,10, 14,18, 24, 26). The number of mixtures (for both methods) and context
length (for TC-INCA) were tuned for F2F and M2F and for every training set size, so that maximal
(training) accuracy would be attained. Generally, the best accuracy was obtained using longer context
T € [14,24] for the parallel sets, than for the non-parallel sets T € [2,10]. Also, as more training sentences
were used, more mixtures were preferred.

Figs. 6.2 and 6.3 present the accuracy values attained by TC-INCA compared to INCA, averaged over
both examined directions (F2F and M2F) using parallel and non parallel sets, respectively. TC-INCA
leads to significantly higher phonetic accuracy, using either parallel or non-parallel training sets. The
ND values achieved by both methods are very similar (1%), in the range of 0.7-0.75 for the parallel sets
and 0.75-0.8 for the non-parallel sets. Nevertheless, the improvement in accuracy has a great influence

on the perceived quality and similarity to the target, as presented in the next section.

6.2.3 Subjective Evaluations

We carried out two preference tests comparing TC-INCA to INCA: AB quality tests and ABX individ-
uality tests, as described in Sec. 3.1.4 Following Helander et al. [64], we allowed the listeners to answer

"equal”, if they felt they could not decide between the two options. In each test (quality and individu-
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Figure 6.2: Maximal accuracy [%] (39 phonemes) vs. training set size obtained by TC-
INCA and INCA using parallel training sets.

14

= =
o )
L L

Phonetic Accuracy [%]
=
|

27 CJINCA
Bl TC-INCA
0 n 5 AT

5 10 50 100
# of Training Sentences

Figure 6.3: Maximal accuracy [%] (39 phonemes) vs. training set size obtained by TC-

INCA and INCA using Non-parallel training sets.

ality), 10 different randomly ordered (pairs or triplets, correspondingly) were examined by 10 listeners,
all 20-30 years old non-experts. For these evaluations we used non-parallel training sets consisting of
5 sentences. Table 6.2 presents the overall results, averaged over both F2F and F2M conversions. The
advantage of TC-INCA is well demonstrated; most listeners marked it as having a higher quality and as

more similar to the target speaker, than INCA.
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Table 6.2: Subjective Preference Evaluations.

INCA [%] | TC-INCA [%] | Equal [%]

Quality 20£2 73+ 2 7TE£1
Individuality | 33 &2 54 + 2 13£1

6.3 Discussion

In this chapter we presented a non-parallel training process as a minimization problem of a joint cost,
considering both temporal-context alignment and conversion functions. We proposed TC-INCA (a gen-
eralization of INCA) for iteratively performing this minimization. We showed that TC-INCA reduces
the joint cost (and therefore INCA too) and prove its convergence. Objectively, TC-INCA leads to a
considerable increase of alignment accuracy and to similar spectral distance values, compared to INCA.
Subjective evaluations demonstrate the great influence of accuracy improvement: TC-INCA was rated

higher, both in terms of quality and similarity to the target speaker.
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Chapter 7

Keyword Spotting

7.1 Background

Keyword Spotting (KWS) is a task of detecting whether a keyword was said in a given speech signal. It
is used, for example, in mobile applications, smart homes and security purposes. If the query is given in
the form of text, KWS can be viewed as a sub-task of automatic speech recognition (ASR). Some ASR
systems aim to recognize whole word terms, so they use Large Vocabulary Continuous Speech Recognition
(LVCSR) to generate word level transcription of the given speech signal [65]. These systems require an
enormous amount of annotated data and detailed language models, which are not always available for
under-documented languages or speech of children [66], for example. Many KWS systems addressing this
task are based on phonetic recognizers used for ASR, thus eliminating the need for a detailed word-based
language model. Such systems use Hidden Markov Models (HMMs) to statistically model sub-word
units such as phonetic n-grams or multigrams [67-70]. Still, these systems require a great amount of

phonetically labeled recordings.

When the query is given as a speech signal, Query-by-Example (QBE) approaches are applied. These
methods usually do not use language models so they require much smaller training sets and considerably
less annotated data, if any. Some QBE approaches are based on lattice representation of sub-word units,
similarly to text-based systems. These supervised methods train the lattices using phonetically labelled
recordings [8,9]. Unsupervised QBE methods do not require any kind of labelled resource; they use a
template representation of the searched keyword and compare it against a similar representation of a
given speech utterance. Several methods based on a posterior representation of speech data have been
proposed using: a phonetic division where the posterior values are obtained using the lattice output of
a phonetic recognizer [8], the output of a Multi Layer perceptron (MLP) [10], statistical modeling of the
speech signal using Gaussian Mixture Model (GMM) [11], or alternatively, using HMM [12]. The natural
rate of speech varies with speakers and context so the posterior representation of the template and test

signals do not match in length. Therefore most of these methods use Dynamic Time Warping (DTW).

99
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An efficient implementation for DTW have been proposed [71], still using DTW impose a challenging

computational load.

The main criticism against KWS methods presented above is that they use statistical models or pho-
netic segmentation for classification, so they are not directly optimized for minimizing keyword detection
rate. In recent years, several keyword spotting methods have been proposed based on a discriminative
classification. Discriminative methods use machine learning techniques for training optimal (in terms of
detection rate) binary classifiers between speech signals including keywords and not including it. Keshet
et al. proposed new feature representation for speech utterances based on the estimated duration of
phonemes and transition times [13]. A linear classifier is trained using positive sentences (including the
keyword) and negative sentences (not including it). This method is trained using phonetic segmented

data at a medium size such as TIMIT, which consists of about 4 hours of recorded speech.

In some cases, when dealing with under-documented speech, such as children’s voice or under docu-
mented languages, even a medium size data-set is unavailable. In some other limited-data applications,
such as in a mobile environment, only few positive examples may be available for training and com-
putational load is also limited. Two methods dealing with small training sets have been proposed.
These methods use features extracted from the time-frequency representation of speech signals: sprectro-
temporal patches [14] or patterns of high-energy tracks [15]. Both methods use isolated utterances of the
keyword (as opposed to using positive sentences - including the keyword - as used by Keshet et al. [13])
and negative utterances including other words to train a binary classifier. Given a test sentence, a se-
quence of feature vectors is extracted using a sliding window. A binary classifier fed with this sequence
produces a response curve, and a final decision regarding the existence of the keyword is taken by applying

a threshold to the response vector.

In this chapter we present a novel discriminative method for unsupervised keyword spotting in a
limited-data environment. Our method is based on two classifiers: an isolated word classifier, and a
sentence classifier. We propose here a new representation for isolated words and for sentences, presented

in Ch. 7.2.1 and Ch. 7.2.2, respectively.

In this work we specifically deal with limited-data setups such as mobile applications, where users
are not willing to record themselves more then a few times, resulting in a very small positive data-set
available for training. In such a setup where the positive training set is much smaller than the negative
one, the training process may result in a classifier which is biased towards the negative class. To avoid this
situation, while still exploiting the diversity of the negative training set, we use bootstrap aggregating,
also referred to as bagging predictors [17], for training the isolated word classifier, as well as for training
the global classifier for sentences, as described in 7.2.3. In Ch. 7.3 we present experimental results

demonstrating the advantages of our approach compared to a HMM-based KWS benchmark system.
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7.2 Proposed Approach

In this section we propose a new discriminative method for keyword spotting. This method is based on a
histogram representation for classification of isolated words as described in Sec. 7.2.1, followed by global
features representation for classification of sentences, as described in Sec. 7.2.2. In Sec. 7.2.3 we describe
how bagging predictors are utilized for training robust and unbiased word and sentence classifiers. An

overall description of our proposed inference procedure, based on the above, is presented in Sec. 7.2.4.

7.2.1 Histogram Representation For Isolated Words

Let M be a Gaussian Mixture Model (GMM), trained using spectral features extracted from all available
training data:

M={\" WX m=1,..,M}, (7.1)

where A € R, u™ € RF and ¥™ € RP*P are the weight, mean vector and covariance matrix of the m-th
component (out of M components in the mixture), respectively, and P is the dimension of the spectral
feature vectors. GMM is an unsupervised model, not requiring any labelling or other metadata, so even
in cases of limited data resources such as under-documented languages, a sufficiently large amount of
training data can be easily collected.

Given a sequence of T, spectral feature vectors extracted from a specific utterance of a single word
- (X1,...,%x7,) € RP*Tw we obtain its posteriograms, z1.7, = (21, ..., 21, ) € RM*Tw_ with respect to the

GMM:

(7.2)

A exp{—1/2 (x; — pu™) " L™ (% — p™ t = 1,..,Ty
(m) = exp{—1/2 (x; — ™) (x¢ —p™)} 1

M Aexp{-1/2(x¢ —p?) S0 ¢ — ™} m o= 1, M

where z; (m) is the m-th element of z;. For each vector z;,t = 1, ..., Ty, we set the maximal element to 1

and the rest to zero to obtain an indicator vector u; € RM™ such that:

1 m = argmax z; (n)
w (m) = n=1,..,M (7.3)

0 otherwise

This means that u; is an M X 1 indicator of the specific Gaussian component in M that has the
highest probability, for a given x;. We obtain the word histogram representation, v € RM, by averaging

the indicator vectors, uy.r,,, over t:
1 &
vV=— u 7.4

Therefore each element of v counts the fraction of times a certain Gaussian component led to the
highest probability. Note that regardless of the value of T, the proposed histogram representation
always results in an M-dimensional vector (depending on the size of the mixture), thus enabling training

of discriminative classification methods with fixed input size such as Support Vector Machine (SVM).
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Given a positive set of histograms extracted from utterances of the keyword and a negative set extracted
from utterances of non keywords, we train a binary classifier for isolated words. In the following section
we use this classifier to obtain a response curve of a given sentence, which is further used for extracting

a global feature vector representing the entire sentence.

7.2.2 Global Feature Representation Of Sentences

Given a sequence of spectral features related to a certain sentence, (X1, ...,xr,), (positive or negative)
we apply a sliding window of length oT,, with a 3T, hop, where T}, is the mean length of the keyword,
evaluated using the keyword utterances used for training the word classifier, and o > 1 and 5 < 1. This
way, in case of a positive sentence, at least most the of spectral feature vectors related to the keyword
would fit into one of the window hops. For each window, we extract a histogram with respect to the
GMM, M. The sequence of histograms,vy.,_, represents the sentence, where its length 7, depends on the
length of the spectral feature sequence, T, extracted from the sentence, the mean length of the keyword,
T, and the sliding hop size. We apply the word classifier trained as described above in Sec. 7.2.1, to
the sequence of histograms. Discriminative binary classifiers mostly produce a score value on which a
threshold operation is applied to produce the classified label. In case of a linear classifier, for example,
this score would be the distance of of the test vector from the classifying hyperplane. Inspired by previous
work, [14,15] we use these score values to form a response curve, Sy.,. = (51, ..., S7.), where S; is the
score produced by the word classifier given the ¢-th histogram. Therefore a positive sentence is expected
to yield a response curve having a distinct maximal value corresponding to the location of the keyword
in the spoken sentence, while a negative sentence is expected to lead to random-like response. Figures
7.1(a) and 7.1(b) present the waveform, the spectrogram and the response curve, extracted as described
above for the sentences “help me unroll the new rug” and “you didn’t arrive too late”, correspondingly,
where the searched keyword is “unroll”. Note that the response curve related to the positive sentence,
Fig. 7.1(a), has a distinct-positive valued maximum point, as opposed to the response curve related to
the negative sentence, Fig. 7.1(b), which is quite random and mostly below zero.

A simple approach for classifying a response curve is to apply a threshold, as performed elsewhere
[14,15]. In this work we generalize this operation by training a binary classifier based on global features

extracted from the response curve. Define o as the standard deviation of the response curve:

Ts Ts 2
g = Tiz (St — Tl Z Sy) (75)

The global feature vector is ¢ = (Mi, My, a, DN, 6, 52), where:
e Normalized maximal value - M, = max{Si.;,}/o
e Normalized minimal value - m,, = min{Ss.,, }/o

e Normalized mean value - a = Y ;° {S;}/o



7.2. PROPOSED APPROACH 63

help me unroll the new rug
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Figure 7.1: Detection of the keyword “unroll” from the sentence: (a) “help me unroll
the new rug”; (b) “you didn’t arrive too late”. Top - waveform; middle - spectrogram;

bottom - response curve (solid blue) and zero response (dashed black).

e Normalized dynamic range - DN = M, — m,

e First Derivative - § = >.,°, d; /o, where d; = S; — S;_q

e Second Derivative - 62 = 1" (dy — di—1) /0.

Given response curves related to positive and negative training sentences, we obtain their global

feature vectors and train a sentence classifier.
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7.2.3 Bagging Predictors

In practice, labeled samples are harder to acquire than unlabeled ones. Therefore, we address the case
where the amount of positive examples NV is very small, compared to the amount of negative examples
N ™. It is preferable to use all available labelled data when training a discriminative classifier, to increase
robustness. However, an extremely unbalanced training set will lead to a biased classifier, classifying
almost everything as negative. To avoid this bias, and still, utilize the variety of the negative set we use
bagging predictors [17]. When training an isolated word classifier we randomly select negative examples
from the negative set, at the same amount as the number of available positive examples, Nt. We repeat
this sampling to obtain L; negative subsets. Each negative subset along with the positive set is used to
train a binary classifier, so that eventually we have L; isolated word classifiers. We use the same strategy
for training the sentence classifiers by randomly selecting Lo negative sets, each containing negative
sentences at the same amount as the size of the positive set. At the end of the training process, we have

L isolated word classifiers and Lo sentence classifiers.

7.2.4 Inference

Given a sequence of spectral feature vectors, (xl, .., X, ), related to a test sentence, inference is made as
depicted in Fig. 7.2: we obtain the sequence of histograms representing the sentence, vi.,,, with respect
to the GMM, M, using a sliding window according to equs. (7.2)-(7.4). L; isolated word classifiers are
applied producing L; response curves Sl1:75, l=1,...,L;. The global feature vectors, ¢!, [ =1, ..., L, are
extracted from each response curve as described above. Lo sentence classifiers are applied to the global

feature vectors, producing L; - Lo predictions. A final decision is made by taking a majority decision.

L1 Isolated
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Figure 7.2: Inference using the proposed approach for keyword spotting.
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7.3 Experimental Results

The proposed keyword spotting system comprises two classifiers: an isolated word classifier - applied to
sequences of histograms, and a sentence classifier - applied to global features. To demonstrate the advan-
tages of our proposed approach we begin with an examination of the proposed isolated word classifier, in
comparison with a classifier based on GMM-HMM. We proceed with a keyword spotting task, comparing
the proposed system to an unsupervised HMM-based keyword spotter, using recordings of adults. We
conclude by presenting the performance of the examined systems tested on clean and noisy speech signals
of children. We used recording of children taken from CSLU [72], and adults’ recordings taken from
TIMIT, [73]. Noise signals were added to TIMIT and to CSLU datasets using a “Filtering and Adding
Noise Tool” (Fant) [74].

Mel Frequency Cepstral Coefficients (MFCC’s) along with their first and second derivatives were
extracted from all waveforms every 10msecs using Kaldi - an open source software [75]. We used LIBSVM
- an available toolkit [76] - for training our proposed classifiers for isolated word and sentence classification.

We tested several kernels: the standard linear and RBF kernels, and a Chi-Square kerenl defined as:

K (xi,%;) = exp (72 (jfgj)ﬂf(’jj)) ) , (7.6)

where v is a parameter. In all our experiments, the Chi-Square kernel of eqn. (7.6), led to the best
results for isolated word classification and a linear kernel was found best for sentence classification, so
all the results presented here were obtained accordingly. All HMM-based systems presented here were
trained using an available toolkit!, where a wide range of values was explored for the amount of emitting
states mixture components (6-25 and 1-8, respectively). Final values were set separately for each of the

examined setups by using cross-validation.

7.3.1 Isolated Word Classification

In this section we present the performance of the proposed isolated word classifier, used in our overall
keyword spotting system. In a keyword spotting task, this classifier is trained for a binary classification
task between histograms related to the keyword or to non-keyword speech. In this section we demon-
strate its performance in a more challenging task - a multi-class classification task - from among a given
dictionary. Since no transcription was used for training (except for the label of each word, signifying if it
is a keyword or not), we used an unsupervised HMM classifier as a benchmark, where all utterances of a
specific word are used to train an HMM. Inference is made according to the HMM leading to the highest
likelihood score (using Viterbi decoding).

For training and evaluation, we used recordings of children saying isolated words, taken from the

CSLU database. We examined three different vocabularies, each consisting 10 words, defining three

Thttp:/ /www.cs.ube.ca/ murphyk/Software/ HMM /hmm.html
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different classification tasks?. All parameters (number of states and components for the HMM and SVM-
constant in our approach) were set using a 10-fold cross validation, where in each fold, 8/10 of the data set
was used for training, 1/10 for setting the parameters and 1/10 for testing. The final values for number
of emitting states and mixture components were set between 6-12 and 1-2, respectively.

The spectral features of speech signals of children varies with age: young kids (6-10 years old)
have higher variability in terms of the shape and location of formants. Towards their teens, the speech
characteristics become more stable and more similar to adults’ [77]. To examine the robustness of our
system and the HMM classifier to this variability, we divided the data into three age groups: “low” -
kindergarten—fifth grade, “high” - sixth grade-tenth grade, and “all” - kindergarten—tenth grade. We
trained three classifiers using these age groups and tested each one on its corresponding group and on
the other two.

The results presented in Table 7.1 are the accuracy rates, mean and STD values, achieved by each
method, averaged over the three tasks, including all combinations of training and testing sets among age
groups. In general, higher accuracy is achieved when training and testing are performed using the same
age group, where the “low” age group was harder for both methods due to the high variability in speech
signals of young children. Nevertheless, the proposed method leads to higher accuracy rates than HMM
in all cases: 4-6% higher for training and testing on the same age group and 3-11% higher for cross-ages
training and testing. Also note that the STD of the HMM classifier is between 1.3 and 3.4 for the “low”
and “high” age groups while the STD of the proposed system is lower than 1 in both cases. For the “all”
age group both methods lead to similar and low STD values. This indicates that the proposed classifier
is more robust to training set size and variability than the HMM classifier, as it leads to more consistent

accuracy rates.

7.3.2 Keyword Spotting - Speech Of Adults (TIMIT)

The TIMIT dataset was used to examine the performance of our proposed system for speech of adults,
in a keyword spotting task. We followed the protocol presented by Ezzat and Poggio [14], and later by
Barnwal et al. [15], and selected four frequent words in TIMIT as keywords: “greasy”, “dark”, “wash”,
and “oily”. We used the standard division of TIMIT for training and testing (73% and 27%, respectively).
To demonstrate the influence of the amount of positive examples, we trained the examined systems using
several sets, consisting of 5, 10, 50, 100 and 200 positive examples, where 20% of the training set was
taken as a development set, i.e., used for setting the parameters of the examined methods. In all the

experiments, a single negative set was used, consisting of 100 sentences that do not include any of the

2The three vocabularies used for the isolated word classification experiments are: 1) back-
ground, bathe, behind, beyond, bigfoot, biology, birthmark, boomerang, breath, bronco. 2) earth-
quake,easier,eight, employees, endure, engrave, ethnic, explosion, faithful, fancy. 3) gumshoe, handshake,

hardship, hawthorne, herbalist, homemaking, hoof, hopeful, hourly, humor.
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Table 7.1: Isolated word classification of speech of children (CSLU database): classification

accuracy rates - mean and STD values, averaged over three different 10-word vocabularies.

Test Data
Train. Data “Low” [%] “High” [%)] “All” (%]
. HMM 89.0+ 1.3 | 84.7 £ 2.9 | 86.44+ 1.3
bow proposed | 94.6 + 0.5 | 91.1+ 0.2 | 93.2+ 0.3
e HMM 751+ 2.7 | 91.0 £ 3.4 | 79.24+ 4.2
High proposed | 86.1+ 0.8 | 97.24+ 0.6 | 90.5+ 0.7
- HMM 91.4+ 0.8 | 94.7+ 0.4 | 92.7+ 0.5
Al proposed | 95.3+ 1.0 | 97.4+ 0.3 | 96.1+ 0.5

keywords.

Benchmark System
We examined two configurations for HMM keyword spotters to be used as our benchmark:

e Ezzat et al. [14] - an isolated word HMM-based classifier, trained using isolated utterances of
the keyword. Inference is performed by applying a threshold onto a response curve comprised of

log-likelihood values, obtained using a sliding window (1.27;, long window with a 0.27,, hop).

e Keshet et al. [13] - training two HMMs: 1) a garbage+keyword model trained using the positive
sentences 2) a garbage model trained using the negative sentences. Inference is performed by

comparing the log-likelihood of one HMM to the log-likelihood of the other HMM.

Our system does not use phonetic transcription as done by Keshet et al. [13]. Hence, to allow a fair
comparison between this methods and ours, we used unsupervised training for both HMM-based keyword
spotters. As mentioned above, a wide range of emitting states and mixture components was examined,
6-25 and 1-8 respectively, for each HMM configuration, training-set size and fold. In general, as more
positive examples are available for training, the tuning process resulted in selecting models trained with
more emitting states and more mixture components.

Fig. 7.3 presents the Receiver Operating Characteristic (ROC) curves attained by the two HMM
configurations averaged over detection of the words “greasy”, “dark”, “wash”, and “oily” using 5, 10 and
50 positive examples. According to our experiments, the garbage+keyword approach leads to significantly
higher detection rates than the sliding window approach. Therefore we used the garbage+keyword HMM
as a benchmark. For simplicity, from now on we will refer to the garbage+keyword HMM approach as

HMM.
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Figure 7.3: ROC curve of benchmark systems averaged over detection of the words
“greasy”, “dark”,; “wash”, and “oily”, trained: HMM with sliding window - blue square;
HMM with garbage+keyword models - red circle, using: (a) - 5 training sentences, (b) -

10 training sentences and (c) - 50 training sentences.

Proposed System

Fig. 7.4 presents the Area Under the ROC Curve (AUC), averaged over detection of the words “greasy”,
“dark”, “wash”, and “oily”, using 5-50 positive examples, obtained by the proposed system. In this
experiment, several values of bagging predictors were used for word and sentence classification: L, =
Ly =L € [1,5,11,51,75]. As expected, bagging predictors are mostly useful when the training set is
highly uneven, in our case, when just 5 or 10 positive examples are available. For 50 positive examples,

comparable results are achieved, regardless of the value of L.

0.9

AUC

‘ N # PositiveToExampIes
Figure 7.4: AUC averaged over detection of four keywords (“greasy”, “dark”, “wash”,
and “oily”), obtained by the proposed approach using 5-50 positive examples, and L; =

L, =Le€[l,511,51,75).

Fig. 7.5 presents the averaged AUC values obtained by the proposed system, using 10 positive
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examples, for all combinations of Ly, Lo € [1,5,11,51,75]. In general, the AUC increases with L; and
Lo. As mentioned above, the final decision regarding a sentence is made through a majority decision of
L1 - Ly predictions, so having more predictions raises the detection rate. Still, from this experiment it is
clear that the amount of bagging predictors used for word classification, L1, has a greater influence on the
final outcome, in terms of AUC, than the amount of bagging predictors used for sentence classification,
Lo. For a large Ly, in this case (greater than 51) it is sufficient, and also preferable to take Lo = 5.
We used the development set to tune the amount of bagging predictors and set them to be L; = 51 and

Lo = 5, in all further experiments in this section.

Figure 7.5: AUC averaged over detection of four keywords (”greasy”, “dark”, “wash”,
and “oily”) obtained by the proposed approach using 10 positive examples and Ly, Ly €
[1,5,11,51,75].

Table 7.2 presents the overall AUC results obtained by the HMM benchmark system and the proposed
approach for detection of the four keywords “greasy”, “dark”, “wash”, and “oily” and also the mean value
for all four words, using 5-50 sentences. The mean and STD values presented in this table were obtained
by averaging over 10 repetitions of each experiment, using randomly selected sub-sets for training, taken
from the overall training set of TIMIT. Our approach outperforms, on average, the benchmark for 5-50
positive training examples. For 50 examples, HMM is slightly better for detection of the word “water”,
but both methods reach almost perfect detection - AUC = 1. The results for 100-200 positive examples,
are not presented in this table, as both methods are comparable, leading to almost perfect detection.
Barnwal et al. [15] also followed the same experiment protocol suggesting a discriminative approach based

on spectro-temporal features. While their system outperforms the patches-based discriminative system

proposed by Ezzat et al. [14], our proposed approach exceeds both.
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Table 7.2: Mean and STD of AUC results obtained by the HMM-based KWS and proposed
system applied to speech of adults (TIMIT), averaged over 10 randomly selected training

sets.
7# Positive Examples
Keyword | Method 5 10 50
HMM 0.64+0.1 0.8 £0.1 0.99 + 0.01
“greasy”
Proposed | 0.94 + 0.08 | 0.99 + 0.004 | 0.995 + 0.003
HMM 0.64+0.1 0.840.1 0.96 £+ 0.02
“dark”
Proposed | 0.99 +0.005 | 0.999 £+ 0.001 | 0.997 + 0.001
HMM 0.6 £0.1 0.8 £0.1 0.99 £+ 0.01
“wash”
Proposed | 0.99 + 0.001 | 0.99 +0.002 0.995 + 0.001
HMM 0.6 £0.1 0.85 £0.05 0.98 + 0.01
“water”
Proposed | 0.9 + 0.04 0.94 +0.02 0.96+0.01
HMM 0.64+0.1 0.8 £0.1 0.98 £+ 0.02
Mean
Proposed | 0.96 +0.04 0.984+0.02 0.99 + 0.01

7.3.3 Keyword Spotting - Noisy Speech Signals Of Adults

We also compared the performance of the proposed approach and the benchmark system under noisy
conditions. In this experiment, we used the same models trained by the clean set (Sec. 7.3.2), and applied
them to noisy versions of the test set. Figs. 7.6 and 7.7 present the AUC (averaged over detection of the
four keywords) obtained by the HMM benchmark and the proposed system when tested for two types of
noise added to the speech signals. For 5-50 positive examples (Figs. 7.6(a)-7.6(c) and Figs. 7.7(a)-7.7(c)),
mean STD values were obtained by averaging over detection of four keywords and over 10 repetitions.
For 100-200 positive examples (Figs. 7.6(d), 7.6(e) and Figs. 7.7(d), 7.7(e)), mean STD values were
obtained by averaging over detection of four keywords, but without repetitions. The two noise types were
“babble” and “car”, at several SNR values, ranging from —5dB to 20dB. For comparison, the performance
for testing on clean speech (presented above in the last row of Table 7.2) are are also presented in these
figures. In general, the proposed system has a distinct advantage in extreme setups where very few
positive examples are available for training and/or low SNR values at testing. Specifically, for 5-10
positive examples, the proposed system outperforms the HMM system at all SNR values and for both
noise types. When training with 50 positive examples, the two systems are comparable for SNR > 15dB.
However, for SNR < 15dB, the proposed system leads to higher AUC values than the benchmark system.

The same behavior is observed for 100-200 positive examples, where the two systems are comparable for
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SNR > 5dB, but the proposed system is better for SNR < 5dB.
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Figure 7.6: AUC averaged over detection of four keywords (“greasy”, “dark”, “wash”, and
“oily”) taken from speech of adults (TIMIT), tested on clean and noisy speech (babble
noise) by: HMM - black square; proposed approach - blue circle, using: (a) - 5 training
sentences, (b) - 10 training sentences, (c¢) - 50 training sentences, (d) - 100 training
sentences, and (e) - 200 training sentences. For 5-50 positive examples ((a)-(c)), mean

and STD values were obtained by averaging 10 repetitions of randomly selected training

sets.

7.3.4 Keyword Spotting - Speech Of Children (CSLU)

We examined our proposed approach also for speech of children taken from the CSLU dataset. We used
three keywords which are most frequent in the dataset: “one”, “two” and “unroll”. Table. 7.3 presents
the AUC (mean and STD) obtained by the HMM benchmark and the proposed systems for all age groups
(kindergarten—tenth grade). For 5-50 positive examples, the AUC were averaged over detection of the
three keywords and over 10 repetitions of each experiment, using randomly selected training sets. For
100-200 positive examples, the AUC were also averaged over detection of the three words, but without
repetitions. The proposed method has a distinct advantage for 5-10 positive training examples, whereas
for 50 and 200 positive examples, the benchmark system is better. For 100 positive examples, both

methods are comparable.
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Figure 7.7: AUC averaged over detection of four keywords (“greasy”, “dark”, “wash”, and
“oily”) taken from speech of adults (TIMIT), tested on clean and noisy speech (car noise)
by: HMM - black square; proposed approach - blue circle, using: (a) - 5 training sentences,
(b) - 10 training sentences (c) - 50 training sentences, (d) - 100 training sentences, and
(e) - 200 training sentences. For 5-50 positive examples ((a)-(c)), mean and STD values

were obtained by averaging 10 repetitions of randomly selected training sets.

7.3.5 Keyword Spotting - Noisy Speech Signals Of Children

We tested the performance of the proposed approach and the benchmark system on noisy speech signals
of children. In this experiment we used unified training and test sets consisting of all age groups together.
We applied the same 10-fold cross validation as described above. At each fold, 8/10 of the set were used
for training, 1/10 of the set for parameters setting (as before for clean speech), and 1/10 of the set, used
for testing, was noisy. Figs. 7.8 and 7.9 present the AUC (averaged over detection of the three keywords)
obtained by the HMM benchmark and the proposed system for testing on noisy speech signals. Similarly
to Sec. 7.3.3, we examined the performance for testing two noise types - "babble” and ”car”, at several
SNR values, ranging from —5dB to 20dB. For comparison, the performance for testing on clean speech
(presented in Table. 7.3) is also presented in these figures. When testing on clean signals, our system
leads to higher AUC values when 10 or less positive examples are available for training, whereas for 50
or more, the HMM system is comparable or better than the proposed system. When testing on noisy

signals, our proposed system is more robust: it outperforms the HMM-benchmark system at all SNR
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Table 7.3: Mean and STD of AUC results obtained by the HMM-based KWS and proposed
system applied to speech of children (CSLU). Averaged over detection of three words:

one”, “two” and “unroll”. For 5-50 positive examples, also averaged over 10 repetitions

of the experiment, using randomly selected training sets.

# Positive Examples

Method 5 10 50 100 200

HMM 0.5£0.1 0.6+0.1 0.9+0.1 | 0.940.1 | 0.974-0.03
Mean AUC

Proposed | 0.6+0.05 | 0.7£0.05 | 0.8+0.1 | 0.9£0.1 | 0.940.1

values and for both noise types for 5—10 positive examples. For 50 positive examples or more, the two

systems are comparable for high SNR values, still, for SNR <10dB, the proposed system is better.
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Figure 7.8: AUC averaged over detection of three keywords (“one”, “two”, and “unroll”)
taken from the “All” age group (kindergarten to tenth grade) of CSLU, tested on clean and
noisy speech (babble noise) by: HMM - black square; proposed approach - blue circle,
using: (a) - 5 training sentences, (b) - 10 training sentences (c) - 50 training sentences,
(d) - 100 training sentences, and (e) - 200 training sentences. For 5-50 positive examples

((a)-(c)), mean and STD values were obtained by averaging 10 repetitions of randomly

selected training sets.



74 CHAPTER 7. KEYWORD SPOTTING

-
-

o

©
° o o
S m ©
° o o
S m ©

o
>

o

>

s——k—*/'/‘/!/

===HMM
—=—Proposed

20 Clean =5 0

Area Under Curve (AUC)
Area Under Curve (AUC)
Area Under Curve (AUC)

)
o

" F_H_H*
05
o4 ——HMM
—=—Proposed
5

=5 0 15 20 Clean -5 0

o
)

°
by

°

kY

===HMM
—=—Proposed

15 20 Clean

o
o
o

10 10 15 10
SNR [dB] SNR [dB] SNR [dB]

(a) (b) (c)

0.9

o
m

°
2

o
>

Area Under Curve (AUC)
Area Under Curve (AUC)

o
@«

0.4

°
kY

===HMM
—=—Proposed

20 Clean =5 0

===HMM
—=—Proposed

20 Clean

o

10 15 10 15
SNR [dB] SNR [dB]

(d) (e)
Figure 7.9: AUC averaged over detection of three keywords (“one”, “two”, and “unroll”)
taken from “All” age group (kindergarten to tenth grade) of CSLU, tested on clean and
noisy speech (car noise) by: HMM - black square; proposed approach - blue circle, using:
(a) - 5 training sentences, (b) - 10 training sentences (c) - 50 training sentences, (d) - 100
training sentences, and (e) - 200 training sentences. For 5-50 positive examples ((a)-(c)),

mean and STD values were obtained by averaging 10 repetitions of randomly selected

training sets.

7.4 Chapter Summary

In this chapter we presented a novel approach for keyword spotting, specifically adequate for limited-
data applications. It is based on fixed-length representations for words and for sentences, which enable
training of discriminative classification methods such as Support Vector Machine (SVM). We avoided
bias in training by using bootstrap aggregating, also referred to as bagging predictors, where a series
of classifiers are trained using randomly sampled subsets of the larger training set. We demonstrated
the advantages of our proposed approach, compared to an HMM-bases KWS benchmark system through
a series of experiments using speech singles of both adults and children in several challenging setups,

considering training-set size, and background noises - car and babble.



Chapter 8

Conclusion

8.1 Summary of Main Contributions

In this work we dealt with two main tasks of speech processing in low resource environments: a voice
conversion task, and a keyword spotting task. Common methods for both tasks use relatively large data
sets for training, which are not always available in case of limited resources such as mobile applications,
under-documented languages or speech of children.

We addressed the following elements of the voice conversion task:

e Speech quality - we presented two methods for enhancing the global variance of converted signals
and, as a result, improving their perceived quality and individuality: 1) training of a GMM-based
conversion with a GV constraint; 2) a modular block for GV enhancement, applied as a post

processing bock.

e Low resource applications - we proposed a new method for voice conversion, called Grid-Based
conversion, which is suitable for low resource applications. This approach is based on sequential
Bayesian tracking, by which the conversion process is expressed as a sequential estimation problem
of tracking the target spectrum, based on the observed source spectrum. Combined with our post
processing block for GV enhancement, the overall system is easily and successfully trained using
very small data sets. In our subjective evaluations, comparing the overall enhanced GB system
to the enhanced GMM conversion method and to CGMM, the enhanced GB system was marked
as best, in terms of individuality, and as comparable to the enhanced GMM method, in terms of

quality.

e Non-parallel training - for this setup, where the training set does not consist of the source and
target speakers saying the same text, we presented a generalization of an existing method known as
INCA. For determining the source-target matching, we proposed using temporal context vectors,

rather than single feature vectors that are used in INCA. Furthermore, we formulated the training
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process as a minimization problem of a joint cost of the source-target matching and the spectral
distance between the converted and target vectors. We showed that this optimization problem can
be solved using an alternating minimization procedure which converges to a local minima, and by
this way proved its convergence in the particular case of INCA. Our experimental results show that
compared to INCA, our approach improves the matching process used for training the conversion,

and as a result, improves the quality and individuality of the synthesized output signals.

For the keyword spotting task we proposed a new discriminative method which is suitable for limited-

data setups such as: mobile applications, under-documented languages and speech of children. We
presented a new fixed-length representation for isolated words, based on histograms obtained with respect
to a pre-trained GMM. We also proposed a fixed-length representation for sentences, based on global
feature vectors, extracted from the response curve obtained by the word classifier. A highly biased
training set is a reasonable scenario in limited-data applications, so in order to avoid biased classifiers
we used bagging predictors for training both word and sentence classifiers. According to our experiments
on speech of adults, the proposed system outperforms the standard HMM-based benchmark system
in challenging setups of small training sets and/or low SNR values. In case of highly variable speech
of children, when tested on clean speech, our system outperformed the benchmark when 50 or fewer
examples are available for training. Moreover, in presence of noise, our system leads to higher detection

rates for all the examined cases, regardless of training-set size, noise type or SNR.

8.2 Further Research

Most voice conversion methods, including those presented in this work, deal with converting the spectral
envelope. However, the identity of a speaker is also closely related to his prosody features. The global lin-
ear pitch conversion function, described in this work and commonly applied in other systems, is effective,
but still, a more sophisticated modeling and conversion of the pitch contour of the two speakers would
probably improve the individuality of the converted outcome. In this work, as in most other systems,
the speaking rate was not converted al all. The spectral conversion process is performed by simply re-
placing the spectral envelopes extracted from the source signal with the converted outcome. As a result,
the synthesized output has the same speaking rate as the source speaker. Further improvement can be
obtained by modifying the duration of each converted utterance to match, on average, its corresponding
value for the target speaker.

Spectral distortion and GV are commonly used as objective measures since they provide a simple and
fully automated way for evaluating conversion systems. These objective measures may express significant
trends and phenomena, but, as shown in this work, they do not always agree with subjective evaluation
results. Further research is needed to design alternative measures for objective evaluation of conversion
systems, with better correspondence to subjective results. In the mean time, subjective listening tests

are imperative to properly evaluate and compare conversion methods.
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The proposed GB conversion method, as presented here, is based on soft correspondence between the
source and target vectors, obtained by using a parallel training set. The TC-INCA method presented
here is a general approach for matching source and target spectra, enabling training of parallel voice
conversion methods in a non-parallel setup. It is based on the classical GMM-based conversion and
therefore requires several dozens of recorded sentences for training. Further research is needed for merging
these two approaches - TC-INCA for matching, and GB for spectral conversion, to design a non-parallel
voice conversion system, in a limited-data setup.

The histogram representation of keywords presented in this work is obtained with respect to a GMM.
Therefore, the temporal correspondence of the spectral feature vectors is ignored. An alternative model,
considering the temporal context of spectral feature vectors could provide better modeling of the keyword,
and as a result, improve the detection rate. In this work we proposed a set of global features for
representing sentences. These features were selected since they characterise the differences between
positive and negative response curves. Still, exploring other features may lead to improved representation

and classification of positive and negative response curves and therefore to improved detection rate.
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