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ABSTIACT

A speech enhancement system whic b utilizes a new shorl-

*Mime spectral amplitude estinator is described. The proposed

eslimalor is inlerpreled as a veclor spectrad sublraclion
amplitude  estimator  Its derivalion 15 based on muodeling
speech s a quasi-periodic signal, and on applying spectral
decomposilion. The proposed spectral amplitude estimator
resulls from two mutually dependenl estimalors, of the ampli-
tude and Lhe cosine of Lhe phase crror, of each speclral com
ponent. The proposed spectral amplilude estimator coincides
with the maximum likelihood (ML) speetral amplitude estima-
tor ul high signal Lo noise ralio (SNIt) values, and s superior Lo
it al luw SNR values

The enhanced speech oblained by using the proposed
gpeclral amplilude estimator, is free of Lhe "musical noise"
characteristic Lo systems based on speclral sublraclion or ML
speclral amplitude estimalion. The complexity of Lhe proposed
specch cohancement syslem iy approximalely Lhe same as Lhat
of the spectral sublraction algorithrn

L AINTRODUCTION

In this paper we deseribe an algorithm for enhancing
sprech degraded by stalistically independent addilive noise,
using only the noise corrupted speech signal. This algorithim
capilalizes on Lthe major importance of the short-time speclral
amplilude, relative Lo the shorl-time phase, in speech percep-
Lion, and focuses on its estimation. For reconstructing the
enhanced speech signal, the estimated spectral amplitude Is
combined with the phase of Lhe degraded speech.

We base the estimalion on modeling speech as a quasi-
periodic signal, and apply spectral decomposilion. Thus, to a
good approximalion, Lhe eslimation problem ean be formulated
as Lhal of estimating Lhe amplitude of a sinusoid corrupled by
eddilive noise. The proposed spectral amplitude estimator
resulls from two mulually dependent eslimators, of the ampli-
tude and Lhe cosine of Lhe phase error, of a noisy complex
sinusoid. The phase error 1s defined here as Lhe phase belween
the noisy and Lhe original spectral components. Since Lhe pro-
posed spectral amplilude eslimator lakes inlo accounl Lhe
phase error, it s inlerpreled as a veclor spectral sublraction
amplilude estiinator,

It 13 inleresting Lo note Lhal the proposed spectral ampli-
tude estimalor coincides with Lhe maximum likelihood (ML)
speclral amplitude estimator [1] at high signal to noise ratio
(SNIt) values, and is superior to il (in the mean square error
sense) al low SNI values. In addition, Lthe enhanced speech
oblained by using Lhe proposed syslem is free of Lhe "musical
noise” characteristic to systems based on speclral sublraction
or ML spectral amplitude estimation [1].

The paper is organized as follows: In Scclion 1l we derive
the proposed spectral amplilude estimator, and discuss ils
properties. In Section Il we describe the implementation of the
proposed speclral amplitude in a speech enhancement system
and discuss its performance. In Seclion 1V we draw conclusions
and point out allernalive ways to further Lhis research.

1. SHORT-TIME SPECTRAL AMPLITUDE ESTIMATOR

In this seclion we derive Lhe shorl-time spectral amplilude
estimalor. Since we model speech as a quasi-periodic signal,
and apply spectral decomposition, the eslimation problem is
tormulated as thal of estimaling the amplitude of a sinusoid
corrupted by additive noise. let y(n) denole Lhe observed sig-
nal:

= 1

y(n) = Acos(w’n +¢)+d(n) (1)

with Lhe following dssurnptions: 4 ix a Rayleigh distribuled ran-
dom variable (rv) wilh parameler 04 @ is o uniformly distri-
buted rv. on [w,—0w, +Q], where w; denoles Lhe center of a
frequency band of widlh 20, ¥ is a uniforuly distribuled rv. on
[0.2r]; and d(n) is & zero mean slalionary gaussian noise with
a gi\:un power speclral densily S;(w) We assume also Lhat
A w', g and d(n) are statistically independent.

Spectral decomposition can be eflicienlly done by means
of Lhe shorl-time Fourier transform (STFT) [2]. 'This is
equivalent to passing the signal through » bank of N quadralure
demodulalors, with identical low pass filters, and modulation
frequencies (in radians) of wy=2nl/ N, 1=0,...N-1. Assuming
an ideal low pass filter h(n), with culofl frequency al {1 radians,
and considering the relevant outpul (say, from the k-lh quadra-
ture demodulalor), we get the following complex representa-
tion of (1):

Yo = A egpljluan+9)] + D, (-a)

n

Rﬂgrp(jﬂu) (E'b)

A
where, wy = o' ~wy is a uniformly distribuled rv on [=L0], and

D, is the complex envelope of Lhe neise in Lthe frequency band
centered at we. I, is a vero mean complex gaussian process,
whose variance 207 equals to:

A
Rof = kY| D, 13 (3)
f do
= g 2
= J[Sawrar) [ H(w) 2 22
where H(w) is the Fourier Lransform of the low pass filler unl

sample response h{n). A "phasor diagram" representalion of
equation (2) is shown in Fig, 1.

Fig. 1:  Complex representation of the observed signal

We derive now the proposed spectral amplitude estimalor
in three steps Firsl we derive a minimium mean sqQuare crror
mm.se) oplimal estimalor of A, given the obscrvalion
R..%,), and assuming Lhal wy and w are known. We gel an esti-
mator which depends on cosd, (see Fig. 1). Then we derive o
m.m.s.e. oplimal estimalor cosé, of cosd,,, given the observa
tion (R, ,¥,), and assuming Lhal 4 and wy are known We gel an
estimate which depends on 4. The proposed speclral ampli-
tude estimalor_A is finally obtained from the Lwo estinialion
equations for A and cos®,, when each assumed known rv
(cos®, or 4 ) is replaced by its estimated value. The interpre-
tation of the proposed speciral amplitude estimalor as a veclor
spectral subtraction amplitude estimalor, follows from Lhe fucl
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Lhat A in Lhe “triangle” shown in Pig. 1 is evenlually eslimaled
from the observation %, the variance of the nojse D, and by
utilizing an estimate of cos®,, as is explained in Lhe sequel.

On the basis of Lthe above assumptions, & ig given by:
x “"1‘4 “"n 11311 "—‘A-Eﬂ;

(4)
fﬂ.f (r,,,ﬂ" iﬂ-.Ua.ﬁﬂ}f (l’l)f}:l‘l

J‘f (Tn.0, |’1:‘Jﬂ-‘ip)f (a)da

where, [7) | denoles the expeclalion operalor, T Byt and ¢
denole Lhe realizations of Lhe r.v. Fn 04,05 and @, respee-
tively; f['r,,,ﬁ,‘]u,un,ga) is the condilional probabilily densily
funclion (1PDF) of (#n.B,), given A.ws, and ¢; and f(u.{lh' the a-
priori DI of Lhe Rayleigh distribuled rv A Sipes Lhe real and
inginaey parls of I}, are zero mean slabistically Independent
gaussian random variables, and have the same variance ad,
L (T, 0 o) is given by

i -1 i n P
I(T’"ﬁ"[“’un'w}=5§?xm§;§_‘rﬂg] LSNP L Iw)la;

(1)
[ (a) 15 given by:
fL (—QE)
()= a3 2 Plagg? o (6)

0 a<0

Defining an a-priori SNR, y,, by L[4%)/ 20§, and
SNR, 7. by R2/203, and subslituting (5)
get:

all nposterior]

and (6) into (4), we

. 1

A= l—fy;{l + EA(G”R“ cosd, (7)

where,

b, :ﬂ,‘ mod 2 —(wyn +@)mod 21 (8)
i —_—

{‘N = \,‘ z 13‘;‘4 nccs¢n (9)

1’\(1’ ) : \/ﬁ(,,(o.5+erf (tn}}QXP(GE/a} 10
T TiVEritn (0.5 vers (¢aNexp(¢2/2) e

in
erf (ta) = o= Sexp(~t2/ 2)a (1)

Note also that since 4 js a Rayleigh distributed rV., Y4=05/ 0§
depends on the cosine of the phase error which will be
estimated shortly, and on Ya and y,. A(¢,) is a monotonically

decreasing function, approaching zero as the SNR value
increases (i.e., ¢, #o0),

Assuming that the observalion (Fn.9,) is given, and wy is
known, &, is a function of ¢ only (see (8)), Therefore, the
m.m.s.e. optimal estimalor of cosd,, given (#,.9,), and assum-
Ing Lhal 4 and wy are known, is:

anédlh = EIEBDS@“IHH.IFR.A.QA! (12)
2w

fC03¢nf (?’,‘.13,, |"'-Qﬁ-5°}f(?’}dvo

2n
j‘f (rn-ﬂn ]“.Un-w)f (@’)d’@

where, f () is Lhe a-priort PRI of Lhe uniformly distributed r.v

%. SubsLituling (5) into (12), and using S (). and &, from (1),
we gel:

~ T (pn)
cosd, = 13
" Tlon) (13)
where, /,() and /,(*) are the modificd Hessel funclions of zero
and first order, respectively. p, is defined by :
4 A
=2 (14)
Pn In R,
Substituting 11{n)=081, (py )/ Bpy, in (13), gives
c@'s@n=aln.-’., (Pn)/ Bpn. which is a uselul expression for studying
the asymptotic behavior of cosb, . By using In(1+z)=z for
2.2.6
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|z |<<1, and the following approximation for /1, (p,,)

(2 (5,)
~| VR, pa>>i =
esl=l ot e (1),
14 22 :
we gel:
].._]._. 1
~. ~| Bpa pu>>1 (16~a) %
cosd, = -
n Pn <<l (]8"&} ]
2

From (16) and (14) we see Lhat C(;‘S‘b,, *1as Lhe SNI nereasey
(Pn o), and cosd, +0 as Lthe SN decreases (p,, ), b

The desired estimalor 4 of 4, resulls from Lhe solulion of
the Lwo non linear equalions (7) and (13), when cosd, in (7)
and A in (13) are replaced by cosg, . respectively
lixeepl for high SNRR values, it is difficull Lo ublain or Lo prove
the existence and uniqueness of a closed malhematlical soly-
Lion. This problem is stil| open and is under current investiga-
Lion Therefore, we introduce firsl a numerical solulion, and
then 1he malhematical solulion for high SNIC values,

~IUis useful to consider the solution for 4, I¢ . rather than
for A atself. This way, Lhe resulling solution depends only on Ya
and .. and is interpreled as a gain funclion G(74.7,). The
amplitude eslimator A is then given by Glys 7)1, . G(¥4.7n) 18
convenienlly described by a set of paramelric gain curves [ 1|
I'ig. 2 deséribes in this way Lhe single numerical solution

MEASURED SNR (7.~ 1) [d8]
3
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Fig. 22 Gain cyrves  describing  Lhe gain  funclion
Gram)=A/ R,.
n—1 in 1-'1;. 2 Is inlerpreted as the "measured SNI¢, since

In =182/ 20§, and as seen from Fig. 1, K, equals Lo Lhe length of
the signal plus noise resultant veclor.

The curves in Fig. 2 show an Increase in gain as Lhe a-
posteriori SNR v, decreases, while keeping Lhe a-priort SNR 74
constant. This is a direct consequence of incorporating the a-
priori SNR in the amplitude eslimalion rocess. lor a given y,,
which resulls from specific values of gf and ag, v, is propur-
tional to K, . Therefore, decreasing v, means decreasing /¢,,
and an increase of Lhe gain is expecled for a correct eslimation
of 4.

For high SNR values, A(¢, )0 and cosd,, iy given by (18 a)

Substlituting A(¢,)=0, and cosb=cosd, in (7), and solving with
(18-a), we get:

221 7 1 ;
A-—z 147, 1 + 1 o K, “(}
T4y, 0
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7) coincides with the ML amplitude eslimalor derived in
when the a-priori SNR 7,4 approaches infinity.
The proposed spectral amplitude estimator was Ltested and
ared with the ML and the spectral subtraction amplitude
ators, in estimaling Lhe amplitude of a complex sinusold,
d in a complex zero mean while noise. The a-priori SN 7,4
ed from -5 dB to 10 dB, and was assumed Lo be known. The
. variance 20§, corresponding lo each 7, value, I1s assumed
be known as wall. An ensemble of 204H0 observalions,
hed to the signal model in (2), and contlaining Lwenty
ferent realizalions of lhe pair (A.¢), was used for each a-
ri SNR value. The normalized (by the variance of A ) resi-
al mean sguare error (MSE), obtained in this experiment, is
cribed in Fig. 3.

{a)- proposed estimator
(b)- spectral subtraction
(c¢)=maximum likelihood

A-PRIURI SNR L [dB]

Fg. 3 Performance comparison of Lhe examined speclral

amplitude estimalors.

This figure demonstrates the superiorily of the proposed spec-
tral amplilude estimator, especially at low SNR values, when
the a-priori SNR value and Lhe noise variance are known. It
may seem useless to use in this experiment the proposed esti-
mator for y4<1dB, or the ML and spectral subtraction estima-
tors for y4<4.2dlf, since Lhe resulting MSE exceeds lhe vari-
ance of A. However, in praclice we do nol know Lhe expected
value of A exactly, and therefore we use Lhe derived estimators
for any value of y,.

The performance shown in Fig 3 represents the best per-
formance one can gel froni Lhe examined eslimalers, since 7,
and ¥, were known exaclly. In praclice, 7, and 74 are unk-
nown, and eslimales of their values are used. Therefore, the
performance of the examined eslimalors depends on how well
Yn und especially 7,4 are estimated. This problem is considered
lurther in Section 11,

I SPEECH ENHANCEMIENT SYSTEM DESCIRIFTION

The proposed spectral amplitude estiniator derived in Sec-
ton 1I, was embedded in a specch enhancement system which
is described in this seclion. The noisy speech Lo be enhanced
is first bandlimiled to 0.2-3.2 kllz, and then sampled al B kHz,
Each analysis frame, which conliins 2568 sanples of Lhe noisy
speech and overlaps Lhe previous analysis frame by 192 sani-
ples, 1s spectrally decomposcd by means of STIT analysis [4],
using & lanning window. Lach ST sample is niodified by the
multiplicalive gain function G(y4 Ta ), after estimaling ils a-
priori and a-posleriori SNR values, 74 and 7, respeclively. ‘The
modified STFT samples are used for synthesizing Lhe enhanced
speech by using the well known overlap and add method [4].
Since G(y4,7,) is a real valued function, the mulliplicalive
modificalion of each STFT sample made by G(ya.yn). is
equivalent Lo estimaling its absolule value, and using ils noisy
phase. In Lhe proposed system, a look-up lable which conlains
discrele values of Lhe gain funclion G(74.7n) is used G{7a4.7n)
was calculaled for 961 pairs of (74,7, —1) values, which equally
divide the square region [-15:15, -15:156[dB. It was Jjudged by
infornial listening Lhal using discrele values of Lhe gain func-
Uon in Lhe nbove range, rather than recalculating it for each
estimaled value of the pair (74,7, —1). appears harmluss Lo Lthe
enhanced speech qualily.
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A crucial issue for a successful implementalion of the pro-
posed speclral amplitude estimator, is how well can the a-
priori and the a-posteriori SNR values, y,4 and v, , respectively,
be estimated from the noisy %ata. To estimate 74 and y, recall
that y4=F[A%]/ 208 and y,=R2/2¢f Since the problem of
eslimaling the noise variance from non-speech intervals is well
trealed in the literature (e.g. in [1]), we will not deal with it
here and assume o to be known. The problem of estimating
E[A%], is the same problem which arises in Wiener filtering,
where the speclrum of Lhe desired signal is assumed Lo be a-
priori known. Lim & Oppenheim [5] suggested several solulions
Lo this problem. However, none of Lhese solutions provided ade-
quale performance when implementated in Lhe proposed sys-
tem. We found Lhat a "decision directed" approach for estimat-
ing Lhe expected value of A% is useful in the proposed syslem.
Specifically, let y4(n) and A, denote the estimaled values of 3,4
and A, respeclively, in the n-th frame and a given [requency
pand. The proposed eslimalor y4(n) is a weighted sum of
A% /2af and Lhe "measured SNR". Thal is,

Tn) = ad2 /20§ +(1-a)(ya-1), (18)

Hased on informal listening, we recommend using o=097 in
(18). IL is of interest to note that using (18) with a=0, and Lhe
gain curves shown in Fig. 2, results in a single gain curve, which
is very close Lo the gain curve shown in [ 1] for Lhe spectral sub-
traclion algorithm.

The speech enhancement syslem described above, was
tested in enhancing speech degraded by while noise, wilh a-
priori SNR values of -b, 0, and 5dB. The resuiting enhanced
speech was compared with the enhanced speech oblained by
using Lhe spectral subtraction and ML spectral amplitude esti-
mators in Lhe same system. Informal listening indicated thal
the residual noise obtained in the proposed system is colorless,
and is less disturbing than Llhe residual "musical noise”,
obtained by using the spectral subtraction and Ml spectral
amplitude estimators. Aside of Lhe different nalurc of Lhe resi-
dual noise, the enhanced speech signal oblained with lhese
three algorithms sounds approximately the same. Table |
presents a performance comparison of the examined algo-
rithms in lerms of segmental SNR. The segmental SNR meas-
ured for Lhe input noisy speech is also included.

o<=a=]

total noisy spectral ML | proposed
SNR[dB] | speech ! subtraction system
5 4.12 9.26 B.55 944
o] -0.87 6.06 4.99 6.79
! -5.81 2.54 1.10 3.85
Table || Performance comparison by segmental SNItin dB.

As was also observed in Seclion Il, the superiority of Lthe pro-
posed speclral amplilude estimator is more pronounced as the
SNR decreases.

SUMMAIRY AND CONCLUSIONS

A speech enhancement syslem, which ulilizes a new
shorl-lime spectral ampliLude estimator is described. The pro-
posed spectral amplitude estimator is interpreted as a vector
speclral subtraction amplitude eslimalor. IL is derived from
two mulually dependent estimalors, of Lhe amplilude and the
cosine of the phase error, of a noisy complex sinusoid,
representing one of the voiced speech harmonics. The pro-
poscd speclral amplitude eslimalor coincides with Lhe ML spec-
tral amplilude estimator at high SNR values, and is found Lo be
superior to it, and to the spectral subtraclion amplitude esti-
malor al low SNR values.

The enhanced speech oblained by using Lhe proposed sys-
tem, is free of the "musical noise" characlerislic to systems
based on spectral sublraction or ML spectral amplilude estima-
tors. Aside from Lhe different nature of the residual noise, the
enhuanced speech signal oblained with these three algorithms,
sounds approximalely the same.

Since an estimate of the cosine of the phase error, or
equivalently an estimate of the phase error magnitude is avail-
able, one could consider utilizing the estimated phase (after
resolving lhe sign ambiguity), instead of the phase of the
degraded speech, in the proposed speech enhancement sys-




term. This idea raises many important controversial queslions,
concerning the importance of the short-time phasc in speech
perception [6], Preliminary experiments show thal combining
the proposed spectral amplitude estimator with a good esti-
mate of the phase (actually, the phase of Lhe clean speech),
results in a slightly betler enhanced speech quality, especially
when the SNR of the degraded speech is low, However, combin-
ing the spectral sublraclion amplitude eslimator with the same
good estimale of the phase or with the degraded phase, results
in the same speech qualily. This latter result was also oblained
by Wang & Lim [6] The influence of the short-lime phase on
speech intelligibility 1s still nol clear The improvemenl in
speech qualily gained by combining a good estimate of the
short-lime phase wilh Lhe proposed spectral amplilude estima-
lor, is a consequence of improving the amplitude eslimation.
Thus, the proposed spectral amplitude estimalor has an addi-
tional polential of 'mproving speech quality and perhaps also
intelligibility. This 1ssue is now under Investigalion

We believe thal Lhe polential of the proposed veclor spec-
tral sublraclion amplilude eslimalor, was nol yel fully
exploiled in this work, since beller resulls cerlainly can be
obtained if the estimation of Lhe a-priori SNR will be improved.
This key issue Is now being investigated.

ACKNOWLIDGEMENT

The authors are indebled Lo Dr. M. Sidi, for helpful discus-
slons during Lhis work.

REFERENCES

[1] RJ. McAulay and M.I. Malpass, "Speech Enhancement
Using a Soft-Decision Noise Suppression Filter”, IEEE
Trans. Acoust., Speech, Signal Proc., Vol. ASSP-28, pp.
137-145, Apr. 1980.

[2] M.K. Portnofl, "lime Frequency Representation of Digital
Signals and Systems Based on Short Time Fourier
Analysis”, IEEE Trans. Acoust., Speech, Signal Prec., Vol,
ASSP-28, pp. 55-68, Feb. 1980. i

[8] ML Van Trees, Detection Estimation and Medulation
Theory, Parl I, New York: Wiley & Sons, p. 339, 1968,

[4] R.E. Crochiere, "A Weighled Overlap-Add Method of Short-
Time Fourier Analysis /Synthesis”, IEEE Trans. Acoust.,
Speech, Signal Proc., Vol. ASSP-2B, pp. 99-102, Feb. 1980.

[8] J.5. Lim and A.V. Oppenheim, "Enhancement and
Bandwidth Compression of Noisy Speech”, Proc. IEEE, Vol.
87, pp. 1586-1604, Dec. 1979.

[6] D.L. Wang and J.S. Lim, "The Unimportance of Phase in
Speech Enhancement”, IEEE Trans. Acoust,, Speech, Signal
Proc., Vol. ASSP-30, pp. 679-681, Aug. 1982,

2.2.6




