ABSTRACT

A speech enhancement system which utilizes a new short-time spectral amplitude estimator is described. The proposed estimator is interpreted as a vector spectral subtraction amplitude estimator. Its derivation is based on modeling speech as a quasi-periodic signal, and on applying spectral decomposition. The proposed spectral amplitude estimator results from two mutually dependent estimators, of the amplitude and the phase error of each spectral component. The proposed spectral amplitude estimator coincides with the maximum likelihood (ML) spectral amplitude estimator at high signal-to-noise ratio (SNR) values, and is superior to it at low SNR values.

The enhanced speech obtained by using the proposed spectral amplitude estimator, is free of the "musical noise" characteristic to systems based on spectral subtraction or ML spectral amplitude estimation. The complexity of the proposed speech enhancement system is approximately the same as that of the spectral subtraction algorithm.

I. INTRODUCTION

In this paper, we describe an algorithm for enhancing speech degraded by statistically independent additive noise, using only the noise corrupted speech signal. This algorithm capitalizes on the major importance of the short-time spectral amplitude, relative to the short-time phase, in speech perception, and focuses on its estimation. For reconstructing the enhanced speech signal, the estimated spectral amplitude is combined with the phase of the degraded speech.

We base the estimation on modeling speech as a quasi-periodic signal, and apply spectral decomposition. Thus, to a good approximation, the estimation problem can be formulated as that of estimating the amplitude of a sinusoid corrupted by additive noise. The proposed spectral amplitude estimator results from two mutually dependent estimators of the amplitude and the complex phase error of a noisy complex sinusoid. The phase error is defined here as the phase between the noisy and the original spectral components. Since the proposed spectral amplitude estimator takes into account the phase error, it is interpreted as a vector spectral subtraction amplitude estimator.

It is interesting to note that the proposed spectral amplitude estimator coincides with the maximum likelihood (ML) spectral amplitude estimator [1] at high signal-to-noise ratio (SNR) values, and is superior to it (in the mean square error sense) at low SNR values. In addition, the enhanced speech obtained by using the proposed system is free of the "musical noise" characteristic to systems based on spectral subtraction or ML spectral amplitude estimation [1].

The paper is organized as follows: In Section II, we derive the proposed spectral amplitude estimator, and discuss its properties. In Section III, we describe the implementation of the proposed spectral amplitude estimator, in a speech enhancement system, and discuss its performance. In Section IV, we draw conclusions and point out alternative ways to further this research.

II. SHORT-TIME SPECTRAL AMPLITUDE ESTIMATOR

In this section, we derive the short-time spectral amplitude estimator. Since we model speech as a quasi-periodic signal, and apply spectral decomposition, the estimation problem is formulated as that of estimating the amplitude of a sinusoid corrupted by additive noise. Let y(n) denote the observed signal:

\[ y(n) = A \cos(\omega_0 n + \phi) + d(n) \]  

with the following assumptions: A is a Rayleigh distributed random variable (RV) with parameter \( \sigma_A \); \( \phi \) is uniformly distributed on \( \omega_0 - \Delta, \omega_0 + \Delta \); where \( \omega_0 \) denotes the center of a frequency band of width \( 2\Delta \); \( d(n) \) is a uniformly distributed RV on \( [0, 2\pi] \); and \( d(n) \) is a zero mean stationary Gaussian noise with a given power spectral density \( S_y(\omega) \). We assume also that \( A, \, \omega, \, \phi, \, d(n) \) are statistically independent.

Spectral decomposition can be efficiently done by means of the short-time Fourier transform (STFT) [2]. This is equivalent to passing the signal through a bank of N quadrature demodulators, with identical low pass filters, and modulation frequencies (in radians) of \( \omega_n = 2\pi n / N \), \( \Delta = 0, \cdots, N-1 \). Assuming an ideal low pass filter \( h(n) \), with cutoff frequency at \( 1 / 2 \) radians, and considering the relevant output (say, from the k-th quadrature demodulator), we get the following complex representation of (1):

\[
Y_k(n) = A_k \exp[i(\omega_0 n + \phi)] + D_k
\]

where \( A_k = \omega_0 - \omega_n \) is a uniformly distributed RV on \( [-\Delta, \Delta] \), and \( D_k \) is the complex envelope of the noise in the frequency band centered at \( \omega_n \). \( D_k \) is a zero mean complex gaussian process, whose variance \( \sigma_d^2 \) equals:

\[
\sigma_d^2 = \int_0^{2\pi} \{2 \pi n + \omega_n \} \frac{H(\omega)}{H(\omega)} \, d\omega
\]

where \( H(\omega) \) is the Fourier transform of the low pass filter impulse response \( h(n) \). A "phasor diagram" representation of equation (2) is shown in Fig. 1.

![Fig. 1: Complex representation of the observed signal.](image)

We derive now the proposed spectral amplitude estimator in three steps. First, we derive a minimum mean square error (MMSE) optimal estimator \( \hat{A} \) of \( A \), given the observation \( Y_k(n) \), and assuming that \( A_0 \) and \( \phi \) are known. We get an estimate which depends on \( \cos \phi \) (see Fig. 1). Then, we derive a MMSE optimal estimator \( \hat{\phi} \) of \( \phi \), given the observation \( \hat{A} \), and assuming that \( A_0 \) and \( \hat{A} \) are known. We get an estimate which depends on \( A \). The proposed spectral amplitude estimator \( \hat{A} \) is finally obtained from the two estimation equations for \( A \) and \( \cos \phi \), when each is known (in practice, \( \cos \phi_A \) or \( \hat{A} \) is replaced by its estimated value).

The interpretation of the proposed spectral amplitude estimator as a vector spectral subtraction amplitude estimator, follows from the fact...
that $A$ in the "triangle" shown in Fig. 1 is eventually estimated from the observation $r_n$, the variance of the noise $R_n$, and by utilizing an estimate of $\cos \theta_n$, as explained in the sequel. On the basis of the above assumptions, $\Lambda$ is given by:

$$
\Lambda = \mathbb{E}[A | R_n, \theta_n, \phi_n]
$$

(4)

$$
\phi_n = \frac{1}{2\pi} \phi_n \mod 2\pi
$$

(8)

$$
A(t_n) = \sqrt{2\pi} \frac{\frac{\phi_n}{\pi} \sin^2 \theta_n \exp(-t_n^2/2)}{1+\sqrt{2\pi} \frac{\phi_n}{\pi} \sin^2 \theta_n \exp(-t_n^2/2)}
$$

(10)

Note also that since $A$ is a Rayleigh distributed r.v. $\gamma_n$, $\sin^2 \theta_n \exp(-t_n^2/2)$ depends on the cosine of the phase error which will be estimated shortly, and on $\gamma_n$ and $\gamma_n$. $A(t_n)$ is a monotonically decreasing function, approaching zero as the SNR value increases (i.e., $\gamma_n \to \infty$).

Assuming that the observation $(\theta_n, \phi_n)$ is given, and $\psi_n$ is known, $\phi_n$ is a function of $\psi_n$ only (see (6)). Therefore, the m.m.s. optimal estimator of $\cos \theta_n$, given $(R_n, \phi_n)$, and assuming that $A$ and $\omega_n$ are known, is:

$$
\cos \theta_n = \mathbb{E}[\cos \theta_n | R_n, \phi_n, A(t_n)]
$$

(12)

$$
\cos \theta_n = \frac{\int \cos \theta_n f(\theta_n, \phi_n) f(\phi_n) d\theta \phi_n}{\int f(\theta_n, \phi_n) f(\phi_n) d\theta \phi_n}
$$

(13)

where, $f(\phi_n)$ is the a-priori PDF of the uniformly distributed r.v. $\phi_n$.

Substituting (9) into (12), and using $f(\phi_n)$, and $\phi_n$ from (6), we get:

$$
\cos \theta_n = \frac{I_1(\phi_n)}{I_0(\phi_n)}
$$

(14)

where, $I_1(\cdot)$ and $I_0(\cdot)$ are the modified Bessel functions of zero and first order, respectively. $\psi_n$ is defined by:

$$
\psi_n = \frac{2\pi}{\sqrt{2\pi}}
$$

(15)

Substituting $I_1(\phi_n)=\delta_n(\phi_n) / \theta_n$, in (13), gives

$$
\cos \theta_n = \sin^2 \theta_n \exp(-t_n^2/2)
$$

which is a useful expression for studying the asymptotic behavior of $\cos \theta_n$. By using $\gamma_n=1+2\sqrt{2\pi} t_n$ for

$$
|z| < 1, \quad \text{and the following approximation for } I_z(z).
$$

$$
I_z(z) = \sqrt{2\pi} \frac{\phi_n}{\pi} \sin^2 \theta_n \exp(-t_n^2/2)
$$

we get:

$$
\cos \theta_n = \frac{1}{2\pi} \phi_n \sin^2 \theta_n \exp(-t_n^2/2)
$$

(16)

From (10) and (14) we see that $\cos \theta_n = 1$ as the SNR increases ($\psi_n \to \infty$), and $\cos \theta_n = 0$ as the SNR decreases ($\psi_n \to 0$).

The desired estimator $\Lambda$ of $A$, results from the solution of the two nonlinear equations (7) and (13), when $\cos \theta_n$ in (7) and $\Lambda$ in (13) are replaced by $\cos \theta_n$ and $\Lambda$, respectively. Except for high SNR values, it is difficult to obtain or to prove the existence and uniqueness of a closed mathematical solution. This problem is still open and is under current investigation. Therefore, we introduce first a numerical solution, and then the mathematical solution for high SNR values.

It is useful to consider the solution for $A/R_n$, rather than for $A$ itself. This way, the resulting solution depends only on $\gamma_n$ and $\gamma_n$, and is interpreted as a gain function $G(\gamma_n, \gamma_n)$. The amplitude estimator $A$ is then given by $G(\gamma_n, \gamma_n) A$. The SNR map $G(\gamma_n, \gamma_n)$ is conveniently described by a set of parametric gain curves (11). Fig. 2 describes in this way the single numerical solution obtained for $G(\gamma_n, \gamma_n)$.

Fig. 2: Gain curves describing the gain function $G(\gamma_n, \gamma_n) = A/R_n$.

$\gamma_n-1$, in Fig. 2 is interpreted as the "measured SNR", since $\gamma_n=R_n^2/2\phi_n$, and as seen from Fig. 1, $R_n$ equals to the length of the signal plus noise resultant vector.

The curves in Fig. 2 show an increase in gain as the a-posteriori SNR $\gamma_n$ decreases, while keeping the a-priori SNR $\gamma_n$ constant. This is a direct consequence of incorporating the a-priori SNR in the amplitude estimation process. For a given $\gamma_n$, results from specific values of $\phi_n$ and $\phi_n$, $\gamma_n$ is proportional to $R_n$. Therefore, decreasing $\gamma_n$ means decreasing $R_n$, and an increase of the gain is expected for a correct estimation of $A$.

For high SNR values, $A(\gamma_n=0)$ and $\cos \theta_n$ is given by (16). Substituting $A(\gamma_n=0)$, and $\cos \theta_n=0$ in (7), and solving with (10), we get:

$$
\cos \theta_n = \frac{1}{2\pi} \phi_n \sin^2 \theta_n \exp(-t_n^2/2)
$$

(17)
A crucial issue for a successful implementation of the proposed spectral amplitude estimator is, how well can the a-priori and the a-posteriori SNR values, $\gamma_0$ and $\gamma_n$, respectively, be estimated from the noisy data? To estimate $\gamma_0$ and $\gamma_n$, recall that $\gamma_0 = E[A^2] / 2\sigma_n^2$ and $\gamma_n = 2A_n^2 / 2\sigma_n^2$. Since the problem of estimating the noise variance from non-speech intervals is well treated in the literature (e.g. in [1]), we will not deal with it here and assume $\sigma_n^2$ to be known. The problem of estimating $E[A^2]$, is the same problem which arises in Wiener filtering, where the spectrum of the residual noise is to be estimated. As is well known, Lin & Oppenheim [5] suggested several solutions to this problem. However, none of these solutions provided adequate performance when implemented in the proposed system. We found that a "decision directed" approach for estimating the expected value of $A^2$ is useful in the proposed system. Specifically, let $\gamma_n(n)$ and $\gamma_n$ denote the estimated values of $\gamma_n$ and $A^2$, respectively, in the n-th frame and a given frequency band. The proposed estimator $\gamma_n(n)$ is a weighted sum of $A_n^2 \alpha / 2\sigma_n^2$ and the "measured signal" $\gamma_n$. That is,

$$\gamma_n(n) = \alpha \frac{A_n^2}{2\sigma_n^2} + (1-\alpha)\gamma_n(n-1)$$

(18)

Based on informal listening, we recommend using $\alpha=0.97$ in (18). It is of interest to note that using (18) with $\alpha=0$, and the gain curves shown in Fig. 2, results in a single gain curve, which is very close to the gain curve shown in [1] for the spectral subtraction algorithm.

The speech enhancement system described above was tested in enhancing speech degraded by white noise, with a-priori SNR values of 6, 0, and 0 dB. The resulting enhanced speech was compared with the enhanced speech obtained by using the spectral subtraction and MI spectral amplitude estimators in the same system. Informal listening indicated that the residual noise obtained in the proposed system is colorless, and is less disturbing than the residual "musical noise" obtained by using the spectral subtraction and MI spectral amplitude estimators. Aside from the different nature of the residual noise, the enhanced speech signal obtained with these three algorithms sounds approximately the same. Table I presents a performance comparison of the examined algorithms in terms of segmental SNR. The segmental SNR measured for the input noisy speech is also included.

<table>
<thead>
<tr>
<th></th>
<th>total SNR[dB]</th>
<th>noisy speech</th>
<th>spectral subtraction</th>
<th>MI</th>
<th>proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4.4</td>
<td>5.28</td>
<td>6.05</td>
<td>6.09</td>
<td>6.29</td>
</tr>
<tr>
<td>0</td>
<td>-4.87</td>
<td>6.96</td>
<td>4.99</td>
<td>4.99</td>
<td>5.09</td>
</tr>
<tr>
<td>0</td>
<td>-5.81</td>
<td>2.54</td>
<td>4.10</td>
<td>3.65</td>
<td>3.65</td>
</tr>
</tbody>
</table>

Table I: Performance comparison by segmental SNR in dB.

As was also observed in Section II, the superiority of the proposed spectral amplitude estimator is more pronounced as the SNR decreases.

III. SPEECH ENHANCEMENT SYSTEM DESCRIPTION

The proposed spectral amplitude estimator derived in Section II, was embedded in a speech enhancement system which is described in this section. The noisy speech to be enhanced is first bandlimited to 0.2-3.2 kHz and then sampled at 8 kHz. Each analysis frame, which contains 256 samples of the noisy speech and overlaps the previous analysis frame by 128 samples, is spectrally decomposed by means of STFT analyses [4], using a Hamming window. Each STFT sample is modified by the multiplicative gain function $G(\gamma_n, n)$, after estimating the a-priori and a-posteriori SNR values, $\gamma_0$ and $\gamma_n$, respectively. The modified STFT samples are used for synthesizing the enhanced speech by using the well known overlap and add method [4]. Since $G(\gamma_n, n)$ is a real valued function, the multiplicative modification of each STFT sample made by $G(\gamma_n, n)$, is equivalent to estimating its absolute value, and using its noise phase. In the proposed system, a look-up table which contains discrete values of the gain function $G(\gamma_n, n)$, is used. $G(\gamma_n, n)$ was calculated for 56 pairs of $(\gamma_n, n)$ values, which equally divide the square region [0.15, 15, -15, 15] dB. It was judged by informal listening that using discrete values of the gain function in the above range, is superior to using interpolation. Rather than resampling each estimated value of the pair $(\gamma_n, n)$, appears harmless to the enhanced speech quality.

SUMMARY AND CONCLUSIONS

A speech enhancement system, which utilizes a new short-time spectral amplitude estimator is described. The proposed spectral amplitude estimator is designed as a vector spectral subtraction amplitude estimator. It is derived from two mutually dependent estimators, of the amplitude and the cosine of the phase error, of a noisy complex sinusoid, representing one of the voiced speech harmonics. The proposed spectral amplitude estimator coincides with the MI spectral amplitude estimator at high SNR values, and is found to be superior to it, and to the spectral subtraction amplitude estimator at low SNR values.

The enhanced speech obtained by using the proposed system, is free of the "musical noise" characteristic to systems based on spectral subtraction or MI spectral amplitude estimators. Aside from the different nature of the residual noise, the enhanced speech signal obtained with these three algorithms sound approximately the same.

Since an estimate of the cosine of the phase error, or equivalently an estimate of the phase error magnitude is available, one could consider utilizing the estimated phase (after resolving the sign ambiguity), instead of the phase of the degraded speech, in the proposed speech enhancement system.
This idea raises many important controversial questions, concerning the importance of the short-time phase in speech perception [6]. Preliminary experiments show that combining the proposed spectral amplitude estimator with a good estimate of the phase (actually, the phase of the clean speech), results in a slightly better enhanced speech quality, especially when the SNR of the degraded speech is low. However, combining the spectral subtraction amplitude estimator with the same good estimate of the phase or with the degraded phase, results in the same speech quality. This latter result was also obtained by Wang & Lam [8]. The influence of the short-time phase on speech intelligibility is still not clear. The improvement in speech quality gained by combining a good estimate of the short-time phase with the proposed spectral amplitude estimator, is a consequence of improving the amplitude estimation. Thus, the proposed spectral amplitude estimator has an additional potential of improving speech quality and perhaps also intelligibility. This issue is now under investigation.

We believe that the potential of the proposed vector spectral subtraction amplitude estimator was not yet fully exploited in this work, since better results certainly can be obtained if the estimation of the a-priori SNR will be improved. This key issue is now being investigated.
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