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In this paper we present a tone location system that estimates the frequency 
of an input tone through additions and comparisons alone. The system uses 
"cyclotomic" filters (which operate without multiplications), requiring fewer 
operations than with a conventional Discrete Fourier Transform (DFT) en­
tailing multiplications. In the system presented here, an input tone is first 
transformed to yield two quadrature tones, which are then digitized. Processing 
occurs in successive stages at successively reduced sampling rates. During each 
decimation stage, the system is configured to provide symmetric coverage of a 
subband in which the tone has been located at the previous stage. Simulations 
demonstrate that for the case studied, an input signal-to-noise ratio (SNRi) 
in excess of 10 dB yields an output signal-to-noise ratio (SNR0) that is close 
(within 0.3 dB) to the maximum attainable SNR0, where SNR0 is measured 
in terms of the reduction in frequency uncertainty. Enhanced resolution is 
demonstrated at the expense of the number of computations, while holding 
the number of decimation stages constant, by using small DFTs in place of 
the cyclotomic filters. This method still utilizes fewer computations than a 
conventional DFT (with the same number of frequency cells), with approxi­
mately the same performance in the case of low noise. Thus, this alternative 
method is useful when circumstances prohibit using a single, large DFT. 
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I. INTRODUCTION 

In many diverse applications, it is necessary to detect and locate a 
signal appearing within selected frequency bands, particularly a signal 
comprised of a single tone. This is tantamount to estimating the 
frequency of a tone that may appear randomly in any band. Such 
detection and estimation are generally accomplished in conventional 
analog systems, using a bank of filters tuned to different, narrowband 
portions of the spectrum or using a single filter that is effectively 
swept across the bands of interest. Associated with such techniques, 
however, are the usual problems of analog processors, including un­
predictability due to inherent variability of system components. A 
discrete-time technique is described by Cappelini et al.,1,2 wherein a 
given frequency band is partitioned into subbands for detection pur­
poses. The partition into subbands is achieved through a decimation 
approach, using a single, fixed, low-pass digital filter at each decima­
tion stage. In a variety of applications, however, when it is known that 
the given input signal contains, at most, a single spectral line in the 
frequency range of interest (e.g., in M-ary FSK demodulation3 and 
Touch-Tone telephony4), this method possesses inherent disadvan­
tages. First, since general filtering is effected at each decimation stage, 
numerous multiplications and additions must be performed during the 
filtering operations of each stage. Second, a large amount of memory 
is required to store samples from the geometrically increasing number 
of iterated signals. These disadvantages are substantially reduced with 
a Cyclotomic Tone Location System (CTLS).6"8 Only the CTLS of 
Ref. 5 is presented here, since it is simpler than the CTLS of Refs. 6 
through 8, and we wish to apply this same idea to a DFT Tone 
Location System (FTLS) as well, described in Section IV. The FTLS, 
as compared with conventional DFT implementations,9,10 trades per­
formance in the presence of noise for reduced implementational com­
plexity. 

The CTLS incorporates digital filters utilizing additions alone, 
thereby eliminating the customary computational load associated with 
multiplications. Figure 1 is a block diagram of the CTLS. Referring to 
Fig. 1, the input tone, comprising, say, a single frequency located 
randomly within a band 0 to fs/4, is first transformed by the Hilbert 
network to yield a complex tone composed of two tones in quadrature 
relationship. These two tones correspond to phase-shifted versions of 
the input tone. The complex tone is initially sampled by the digitizer 
at a rate off, and stored in the buffer. Then, the complex tone and its 
frequency-shifted versions, from the frequency-shifting unit, are proc­
essed by the first-order recursive filter unit. The filters are derived 
from the set of cyclotomic filters and have only a single resonance in 
the frequency range up to one-half the sampling rate. The filters are 
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Fig. 1—Block diagram of the CTLS. 

arranged so that the resonances associated with the filters and fre­
quency-shifted versions symmetrically cover a band of frequencies 
including the input tone frequency. Location of the subband contain­
ing the tone is achieved in the decision unit by comparing the magni­
tudes of the various filter outputs to each other after a fixed number 
of samples have been processed. 

It is assumed from here on that the tone is known to be present. The 
problem of detecting the presence of a tone will be commented on 
later in this paper. The CTLS locates the tone using a multistage 
process. At the first stage, using the first-order recursive filter unit, 
which symmetrically covers the band (0, /s/4), the CTLS unambigu­
ously locates the tone either in (0, /,/8) or in (/s/8, /s/4). Once the 
tone has been located within a single subband, sampling rate reduction, 
or decimation, by a factor of two is effected. 

This particular choice of the sampling rate reduction ratio and 
subband width precludes additional spectral lines from appearing 
within the subband containing the tone. The filters are now reconfig­
ured at the reduced sampling rate to again achieve symmetrical place­
ment of the filter resonances across the previously isolated subband 
of width /s/8 containing the tone. The process of frequency shifting 
and filtering by the array is then repeated. 

The frequency subbands utilized for resolution at the output of this 
second stage are each of width /„/16. Again, the subband containing 
the tone is isolated, and another decimation stage is effected. The 
processing continues in this manner until the desired frequency reso­
lution has been achieved. Moreover, a minor modification to the CTLS 
enables the system to test for a tone in any one of the other three 
bands [rather than (0, f./4)], i.e., [kfs/4, (k + l)/„/4], k = 1, 2, 3, 
provided k is known to the CTLS. 

The FTLS is an extension of the CTLS in the following way. 
Basically, the input tone to the FTLS is comprised of a frequency, 
located randomly within the band 0 to f,/2, and is converted to a 
complex tone. The quadrature tones are both initially sampled at a 
rate of fs, and then N samples of the complex tone are processed by 
an M-point DFT (M = 2m, N < M is mandatory, and the N samples 
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are padded by M — N zeros). The modulus of the M-point DFTs are 
further processed. As in the CTLS, the processing is done in successive 
stages at successively reduced sampling rates. During each decimation 
stage, the system is configured to provide symmetric coverage of a 
subband in which the tone has been located in the previous stage. 

At each decimation stage the pertinent band is partitioned into 
M/2 subbands [with S stages the initial band will be partitioned into 
(M/2)s bands]. A minor modification to the FTLS enables the system 
to test for a tone in the other band, i.e., (Λ/2, /,), provided the FTLS 
knows in which of the two subbands the tone is present. For N = 2, 3, 
and M = 4 this reduces to a CTLS, except for the sampling rate, which 
is now halved. 

The organization of the paper is as follows: Section II presents basic 
relations and a detailed description of the CTLS; Section HI gives 
simulation results associated with the CTLS; Section IV presents a 
detailed description of the FTLS; and Section V presents the conclu­
sions. 

II. CTLS OPERATION PRINCIPLES 

For clarity of exposition, we first present an overview of the prop­
erties of the first-order recursive filters utilized here. Next, we discuss 
in detail the time-domain and frequency-domain characteristics of one 
first-order filter (designated Ci), treated as exemplary of the remaining 
filters of interest (designated C2, C4p, and C4m), to illustrate funda­
mental concepts helpful to fully comprehend the overall CTLS. Fi­
nally, we describe the technique for exploiting the properties of the 
individual filters to form a composite tone detection system. 

2.1 Cyclotomic filters 

The properties of the cyclotomic filters discussed herein are pre­
sented in greater detail in Kurshan and Gopinath11 and Hertz.8 Cyclo­
tomic filters are a class of digital filters having only poles in the 
transfer function and, moreover, each pole lies on the unit circle. This 
means that the filters are inherently unstable and are not suitable for 
conventional filtering operations, which require the processing of 
numerous sequential samples. In fact, these filters behave more like 
resonators and it is this property that can be beneficially utilized for 
tone detection. The salient advantage of this type of resonating filter 
is that the filters of primary interest exhibit nonzero coefficient values 
(±1, ±j) having a modulus of one. This implies that multiplications 
of samples by filter coefficients reduce to simple addition, subtraction, 
and signal interchange operations and, significantly, arithmetic errors 
such as round-off and truncation errors are eliminated. 

A cyclotomic filter may be described in terms of a linear recursion 
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Fig. 2—Cyclotomic digital filter Ci in block diagram form. 

relation whose characteristic polynomial is a cyclotomic polynomial. 
For example, for a first-order digital filter represented by the Linear 
Difference Equation (LDE) 

yr(n + 1) = ydn) + xi(n), (1) 
where xj(n) and yi(n) are inphase input and output sequence ele­
ments, respectively, corresponding to the nth sample, then the char­
acteristic equation is given by the polynomial λ — 1 (as derived from 
yi(n + 1) — yi(n) = 0). This polynomial is cyclotomic and has the 
designation Ci(X) (or C\ for simplicity): Ci(X) = λ — 1. Similarly, the 
cyclotomic polynomial C2(X) = λ + 1 yields a digital filter described 
by the LDE 

ydn + 1) = -yi(n) + x,(n). (2) 
Other filters of special interest include two first-order, complex fil­
ters derived as the roots of the second-order cyclotomic polynomial 
C4(X) = λ2 + 1. These filters also have roots on the unit circle and are 
given by (with; = V^ï) C4p(X) = λ —j and C4m(\) = \ + j ; they have 
the following LDE representations, respectively: 

yi(n + I) = jyi(n) + x,(n) (3) 
and 

yi(n + 1) = -jyi(n) + Xl(n). (4) 
Figure 2 depicts the C\ digital filter in block diagram form. Similar 

block diagrams can be derived for the other first-order filters. 

2.2 Filter characteristics 
To elucidate the desired characteristics obtained by combining 

cyclotomic-derived filters into a system architecture, we first present 
the response of a general filter to an input tone having a randomly 
distributed phase component. The input tone is presumed to have the 
analog form Acos(27r/i + Ψ), where Ψ is the random phase variable, A 
is the amplitude, and / is the tone frequency. 

The impulse response sequence of the general recursive filter is 
represented by \h(k)\, where k > 0. The output sequence elements 
may then be obtained from the convolutional relationship 
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yi(n) = Σ xi(k)h(n - k), (5) 
*=o 

where {xi(k)\ is the input tone sequence obtained by sampling 
ACOS(27T/£ + Ψ), t > 0, at the rate fs, that is, 

xj(k) = Acos(kv + <P), k> 0, 

where 
v = 2 T / / / . . 

Substituting (6) into (5) gives 

yi(n) = Vär+#;cos tan-1 

where 

= Re Σ Aejk'h(n - k) 
k=0 

3n = Imag Σ Aeik-h(n - k) 
A=0 

(6) 

(7) 

(8) 

(9) 

(10) 

and the operators denoted "Re" and "Imag" produce the real and 
imaginary parts of the bracketed part of eqs. (9) and (10), respectively. 

Since Ψ occurs randomly within the interval (0, 2x), comparison of 
| yi{n) | to a threshold may yield deleterious results due to the depend­
ence of yn on Ψ. However, by utilizing the first-order filters in pairs 
(either actually or on a time-shared basis), the undesirable modulation 
effects of the random phase component may be eliminated. 

This is achieved by forming a new sample sequence (XQ(&)}, found 
by sampling the quadrature tone Asin(2ir/i + Ψ), which may be derived 
through a Hilbert transform operation on the original or inphase input 
tone. The new sequence elements are given by 

xq(k) = Asin(kv + Ψ), k> 0. (11) 
If {xQ(k)\ is processed by a recursive filter identical to the one that 
processes \xi(k)\, then the new output sequence {yçin)] has elements 

yQ(n) = yJal + $s in tan ■(e) + ψ (12) 

A squaring operation on both eqs. (8) and (12), followed by a sum­
mation and square-root operation, yields an output V<4 + β2

η, which 
is independent of Ψ. 

For future discussion, it is convenient, as exemplified by the form 
of eqs. (9) and (10), to define a complex input tone having sample 
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values AeHk"+'t'), and a corresponding output sequence {z„j having 
complex element values 

Zn = Σ Aeiilu*+>h(n - k). 
*~0 

(13) 

The magnitude or modulus of each element of {z„ j is then given by 

\Zn\ = I Σ AeJk'h(n -k)\ = V«2„ + ßl. (14) 

As hereinafter utilized, the two-filter device characterized by substan­
tially identical filters Ci(i = 1, 2, 4p or 4m), which processes inphase 
and quadrature samples of an input signal in pairs, is a basic or 
fundamental element of the CTLS. 

Whereas the above discussion has focused primarily on sequence 
domain manipulations, it is helpful to visualize these manipulations 
in the frequency domain. Moreover, whereas the discussion was 
couched in terms of generalized impulse responses, particularly perti­
nent to the subsequent discussion are the frequency domain responses 
of filters Ci, C2, C4p, and C4m. The filter C\, having impulse elements 
h(n) = 1, n > 0, is treated as exemplary. 

Utilizing now the notation z(C\, n, v) to distinguish sequence ele­
ments of \z„] so as to explicitly set forth the dependence upon C\, n 
and v, we obtain the following by substituting h(n) = 1 into eq. (14): 

\z(Cun,p)\ =Α\Σ eJk'\ 
k-0 

or 

\z(Cun,V)\ =A 
sin {Ψ)' 

sin 
(15) 

In addition, because the impulse response of C2 is (—1)", n > 0, 

|2(C2, n, it) I = \z(Cu n, * + ir)|. (16) 

Figure 3 shows plots of \z{Ci, n, v) | and | z(C2, n, v) \ over the range 
(0 to ir) for n = 3, that is, four samples corresponding to n = 0, 1, 2, 
and 3 have been processed. The resonating feature of the filters is 
apparent. Filter d is symmetric with respect to v = 0, whereas C2 is 
symmetric about v — π, and both are periodic with period 2π. Since 
v = 2π///>, v = π corresponds to a frequency /, which is one-half the 
sampling rate. Although the filter response has been illustrated with 
four samples, the filter may also be operated with two, three, five, six, 
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Fig. 3—Responses of filter pairs Cx and C2, each processing real and imaginary 
sampled tones in parallel, over the range from 0 to one-half of the sampling rate with 
N = 4 samples. 

or seven samples. If more than seven samples are used, the main lobes 
of adjacent filter responses do not intersect. In fact, simulations reveal 
some enhancement in the signal-to-noise performance when more 
than four (but fewer than seven) samples are processed. 

In a similar manner, the following relations may also be derived: 

\z(C4p, n,v)\ = A (17) 

and 

\z(C4m, n, v)\ = A 
■"■[(^H). 

sin 
" f ) 

(18) 

Because of the manner in which C4p and C4m are related to Cu 

= \z(Cun,v)\. (19) 2 C4„, n, v + z \ C4m, n, v - — 
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Figure 4 shows plots of | z{C4p, n, v) \ and | z(C4m, n, v - π) | for the 
same parameters as Fig. 3. Since cyclotomic filters have poles on the 
unit circle, their responses blow up. However, they can be used only 
because the input signal is time limited, hence the composite response 
due to the sinusoidal input can be examined and leads to eqs. (15) 
through (18). 

From the plots of Figs. 3 and 4, we conclude that the filter response 
from each two-filter device comprising identical filters C,(t = 1, 2, 4p 
or 4m) has only a single resonance in the frequency range up to one-
half of the sampling frequency. The CTLS exploits these filter pairs 
by covering the frequency band from 0 to /s/2 (v from 0 to w) in 
symmetric fashion. Such an arrangement is depicted in Fig. 5a. Since 
Cip and C4m are merely frequency-shifted versions of C\ and it appears 
that C4p and C4m require complex manipulations, it is important to 
determine if a modified, real sequence can serve as an input to a C\ 
filter to produce an output equivalent to a C4p or C4m filter output. 

Phase shifting by ±ir/2 in the frequency domain is equivalent to 
introducing modulation factors in the sequence (sampled time) domain 
of the form \e±Jkr/2\. Thus, if the complex input sequence is modified 
by the modulation sequence, a new sequence having element values 

AeJlH,±*/2)+<P] (20) 

gives rise to an output corresponding to C4p or C4m, as appropriate. 
The inphase and quadrature sequences associated with this complex 
input sequence become, respectively, 

MAGNITUDE 
5A | , 

-IT -7Γ/2 0 Θ IT 
-fs/2 -fs/4 f fs/2 

Fig. 4—Responses of complex, recursive filter pairs C4p and Cim in the same scale 
and over the same range of frequency as in Fig. 3. 
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Fig. 5—(a) Arrangement of three first-order recursive filters that cover the frequency 
band from 0 to one-half of the sampling rate, (b) Arrangement of four recursive filters 
that cover the band from 0 to one-half of the initial sampling rate and are symmetric 
over the four subbands shown in Fig. 5a. (c) Arrangement of eight recursive filters that 
cover the band from 0 to one-half of the initial sampling rate and are symmetric over 
the eight subbands shown in Fig. 5b. 

Acos(kv + <P)cos(kv/2) + Asin(kv + <P)sin(kw/2) (21) 

and 
Asm(kv + <P)cos(k*/2) ± Acos(kv + <P)sin(fcx/2). (22) 

Since A is a nonnegative integer, the shifted inphase sequence reduces 
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to a sequence that is periodic of period four having element values for 
k = 0, 1, 2 and 3 of [from eq. (21)]: 
Acos(kv + Ψ); + Asin(ki> + Ψ); 

- Acos(kv + Ψ); ± A$m(kv + Ψ). (23) 
Similarly, the shifted quadrature sequence has elements for k = 0, 1, 
2, 3 [from eq. (22)] of: 
Asin(kv + Ψ); ± Acos(kv + Ψ); 

- Asm(kv + <P); + Acos(ki> + Ψ). (24) 
Examination of eqs. (23) and (24) suggests that the operation of 

normalized frequency shifting by ±ir/2, rather than occurring through 
frequency-domain manipulations, may be straightforwardly imple­
mented in the sequence or sample domain merely by interchanging 
and changing signs of the inphase and quadrature inputs to a filter 
pair, when appropriate. Because of the form of' eq. (20), such an 
implementation may be referred to as a modulus-one multiplier (y **) 
or frequency shifter. 

Figure 6 is a block diagram of the modulus-one multiplier for the 
case of a — π/2 frequency shift (C4p). The inputs to this unit are the 
original inphase and quadrature sequence elements. The operations of 
sign changing and line interchanging occur within this unit, as depicted 
for k = 0 , 1 , . . . , 4 , . . . . The frequency-shifted, inphase, and quadrature 
sequence elements, respectively, are fed to two identical C\ filters 
whose outputs are squared, summed, and square rooted. Finally, this 
unit provides the response described above by C4p. Note that the 
operations needed to compute the modulus Vx2 + y2 can be simplified 

A cos(*0 + 0 l 

A sin(*# + 0) 

/ k \ 

0,4.... 

15 X 1 , 

2,6.... 

3 7 X 1
 t 

K 1 / 

Ci (.}2 

Fig. 6—Block diagram of a modulus-one multiplier for the case of a -π/2 frequency 
shift (C<p). 
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by using known approximations to the modulus (see Refs. 12 through 
14). An example is the one given by 

y/x2 + y2 * Max(|x|, |y | ) + « Min(|*|, \y\). (25) 
a is a scalar multiplier. In Refs. 5 through 7 we used a = 0.25, so that 
multiplication by a corresponds to two shift operations. The choice of 
a = 0.25 causes only a small degradation in performance, as has been 
noted in simulations. 

Figures 5b and 5c depict how each of the two subbands in the range 
0 to 7I-/2 of Fig. 5a may be further partitioned to isolate the tone of 
interest. Basically, the subbands are subdivided into second-stage 
subbands by reducing the sampling rate and reconfiguring the filter 
array within each subband of interest. For instance, the first-stage 
subband labeled Ci in Fig. 5a has been subdivided by reducing the 
sampling rate by a factor of two and covering the old subband by Cu 
C4p, which effects two second-stage subbands symmetrically dispersed 
across the original subband. Further sampling rate reduction by a 
factor of two results in the partition of Fig. 5c. The configuration and 
covering of Fig. 5b occurs within each subband during each stage of 
decimation after the first stage. 

To understand how the given input tone can be isolated by process­
ing with consecutive stages of decimation, the steps in processing a 
single tone of frequency f0 are now considered. For the complex tone 
initially sampled at a rate/,, spectral lines occur in the digital spectrum 
at /o + kfs, k = 0, ±1, The sampling rate is chosen so that the 
tone falls within the range 0 to /„/4 (0 < f0 < Λ/4); thus the tone may 
be unambiguously determined to fall within one of the subbands or 
cells (0, /j/8) or (/j/8, /8/4), by processing the outputs from the filter 
array or bank configured as Cu C4p. This is basically accomplished by 
comparing each filter output to another. 

If the complex tone samples are now decimated by a factor of two, 
that is, only every second value from the original set of samples is 
retained, then spectral lines appear at f0 + kfs/2, k = 0, ±1, By 
selecting the 2:1 ratio between initial sampling rate and reduced 
sampling rate, and by selecting cell widths of /j/8 for the first stage of 
sampling, no additional spectral components fall within the original 
subband containing baseband spectral line f0. This is true, even though 
aliasing occurs, because the judicious selection of cell width and 
reduced sampling rate precludes aliased spectral lines from appearing 
in the subband containing the spectral line of interest. 

The process described with respect to the decimation by a factor of 
two may continue until the desired resolution (final cell width) is 
achieved. In Figs. 5a through c three stages of processing are exempli­
fied. The tone will thus be resolved to a cell of width /,/32. 
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For example, say that 2(/s/32) < f0 < 3(/s/32) (see also the arrows 
in Figs. 5a through c). At the first stage (Fig. 5a), the output of Ci is 
compared to the output of C4p; since "| C11 > | C4p | " it is concluded 
that the tone is located in 0 < /0 < / s /8 . At the second stage (Fig. 5b), 
the output of Ci is compared to the output of C4p, and since "\ C\ \ < 
| C4p | " it is concluded that the tone is in /s/4 < f0 < /„/8. At the final 
stage, stage three (Fig. 5c), the output of C4p is compared to the output 
of C2, and since " |C 4 p | > | C21 " it is concluded that the tone is in 
/s/16 < /o < 3/J/32, which is the correct presumed tone's location. 

From the description with respect to the band from 0 to /,/4, it is 
also apparent that a tone in the bands (fc/,/4, (k + l)/„/4), k = 1, 2, 3 
could be processed in an analogous manner, provided k is known to 
the CTLS and only a single tone is present. 

III. CTLS PERFORMANCE 

In the previous section only the principles of operation of the CTLS 
were presented, and no consideration was given to the presence of 
noise in which the tone is usually embedded. 

To combat the noise we propose two methods, based on soft decision 
and hard decision, respectively. To examine the performance of the 
CTLS, computer simulations were performed. In the simulations the 
location of the tone was initially set in the interval (0, fa/4) and was 
resolved by the CTLS into one of 64 cells. In each experiment 256 
complex data words were processed. At each stage, the filters were 
operated for a small number of samples (2 < N < 7) as compared with 
the number of data words (256). Therefore, the filter operation was 
repeated at each stage (without overlapping the data), exhausting the 
data. 

n* 
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Fig. 7—Block diagram of the configuration for generating the input noisy tone to the 
CTLS. 
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Fig. 8—Probability of correct tone location vs. number of samples; the filters are 
operated at different input SNRt values. 

With the hard-decision method, the CTLS uses (at each stage) the 
maximal output of the filters (over all repetitions). With the soft-
decision method, the average (over all repetitions) of the filter's output 
at each stage is used. 

Figure 7 is a block diagram of the operations carried out to generate 
the noisy complex digital tone that was fed to the CTLS. {nk ) is a zero 
mean white (£{n*n,-) = σ2δ*>) Gaussian sequence, which was low-pass 
filtered to eliminate out-of-band noise. 

The simulations were carried out for different values of SNRi(6, 8, 
10, 12 dB): 

SNRià E\nì(k) + n%(k)\' 
(26) 

where E denotes the expectation operator. Figure 8(a through d) 
presents simulation results for the probability of locating the input 
tone in the correct cell as a function of the number of samples for 
which the filters are operated (2 < N < 7). 

Another performance measure used in our simulations is the output 
signal-to-noise ratio (SNR0), which gives the reduction in frequency 
uncertainty,10 that is, 
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SNRo = 
var(j>„) (27) 

var(i>0 - v0) ' 
In (27) v0 denotes the uniformly distributed input-normalized fre­
quency (in the range 0 to π/2), and v0 is its estimate at cell width. 

It is known10 that when no errors are made in assigning the input 
signal to a cell, then 

max SNR0 = (Nc - l)2, (28) 
which gives 36.12 dB for Nc = 64, that is, 64 cells. Figure 9(a through 
d) shows the computer simulation results obtained for SNR0 as a 
function of the number of samples at which the filters were operated 
(2 < N < 7), at different SNRi values (in the range of 6 to 12 dB). 

From the simulation results in Figs. 8 and 9, we conclude the 
following: 

1. The soft-decision method is superior to the hard-decision method. 
2. The filters should operate with N = 6 samples. 

37 

33 -

«Î 3 2 -

a 
Z 37 

31 

max S/V«„ = 36.12 dB (a) 

o 

SNR; = 6 dB 

max S/V«„ = 36.12 dB (b) 

o · 
o 

SNRj = 8 dB 

J L J L 

-
• 
o 

I 

max S/Vfl0 = 36.12 dB * ' 

• 8 Ì 
0 

SNR/* 10 dB 

I ! I I 

! 
- • 

0 

I 

(d) 
max S/W?0 = 36.12 dB * ' 

8 O τ~τ i 

SNR/' 12 dB 

• SOFT DECISION 
0 HARD DECISION 

I I I I 
3 4 

N 
2 3 4 5 6 

N 

Fig. 9—Output signal to noise ratio (SNR0) vs. number of samples; the filters are 
operated at different input SNRi values. 
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3. For SNRi > 10 dB and in conjunction with (1) and (2), the 
probability of locating the tone in the correct cell is in excess of 95 
percent, and SNR0 is smaller than max SNR0 by less than 0.3 dB. 

IV. DFT TONE LOCATION SYSTEM 

In this section we present the DFT Tone Location System (FTLS). 
Let {xijiiö1 be N samples of the complex tone; then 

Xk = DFT\xi) = Σ atie"'"", (29) 
i=0 

i.e., Xi = 0 for i'. = N, N + 1 , . . . , M - 1(M > N is mandatory), and 

Ak=\Xk\, k = 0,l,...,M-l. (30) 

It can be easily demonstrated that 

A„=\yN-i(k)\, (31) 
where 

—* 
yi+i(k) = eM yi(k) + xh 

yo(k) = 0, 1 = 0,1, ...,N-l. (32) 
Therefore, z(d, N - 1, v), i = 1, 2, 4p, Am [see eqs. (15) through (18)] 
are merely particular samples of Ak, i.e., A0, AM/2, AM/i, A3M/4. Similar 
to the derivations of (15) through (18), we get 

• \N( 2*uW 
Ak = A —-, — r - , (33) 

Sin2("-iÄ) 
where A and v are the tone's amplitude and normalized frequency, 
respectively. 

The operation principles of the FTLS are now explained. The input 
tone, which is comprised of a frequency located randomly within the 
band 0 to /,/2, is converted into a complex tone. The quadrature tones 
are both initially sampled at a rate of /, and then N samples of the 
complex tone are processed by an M-point DFT ( M = 2m, N < M, and 
the N samples are padded by M — N zeros). The modulus of the Ai-
point DFTs are further processed so that the resonances associated 
with the DFT cover a band of frequencies, including the tone fre­
quency, in symmetric fashion. Location of the subband containing 
the tone is achieved by finding the maximal modulus of the first 
(M/2) + 1 even (counting from zero) DFT points, A2k say, and then, 
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if 2k 5* 0, M/2, comparing A2k-i and ·Λ2*+ι. The technique is exempli­
fied in Figs. 10a and b for M = 8 and N = 4. 

In the FTLS the above procedure (at stage 1) partitions the initial 
band (0, f./2) to M/2 subbands, each of width (/s/2)/(M/2), and the 
tone lies unambiguously within one of the M/2 subbands because of 
oversampling. Once a tone has been located within the confines of a 
subband, sampling rate reduction or decimation by a factor of M/2 is 
effected. Although the tone is now undersampled, judicious choice of 
sampling rate reduction ratio and subband width precludes additional 
spectral lines from appearing within the subband containing the tone. 
At the reduced sampling rate again (as before), N samples of the 
complex tone are processed by an M-point DFT. The moduli of the 
M-point DFT are further processed to again achieve a symmetrical 
placement of the DFT's resonances across the subband of width 
(/s/2)/(M/2) containing the tone. Now, if in the previous stage the 
tone has been located in an even subband (starting with the zeroth 
cell), find the maximal value of \A0, A2 AM/2); otherwise, find the 
maximal value of {AM/2, AM/2+2, ■·· , AM-2, A0], say A2k, and compare 

0 7Γ/4 7/72 Θ ir 
y e fs/A f fs/2 

(a) 

0 7772 7Γ 37772 27Γ 57772 Θ 77/72 47Γ 
fs/8 fs/4 f fs/2 

(b) 

Fig. 10—Operation of the FTLS for M-8, N-4: (a) first stage, and (b) second stage. 

TONE LOCATION 1177 



A2k-i with A2*+i (provided that k Φ 0, M/2, for both cases). Now (after 
stage 2) the tone is located in a subband of width (/,/2)/(M/2)2. This 
process may be repeated until, finally, at the last stage, say S, the 
frequency subbands utilized for resolving the tone are each of width 
(/s/2)/(M/2)s. Note that at each stage only the even DFT coefficients 
and two odd DFT coefficients are needed. Moreover, a minor modifi­
cation to the FTLS enables the system to test for a tone in the other 
band, i.e., (/,/2, /,), provided the FTLS knows in which of the two 
subbands the single tone is present. Also, for N = 2, 3 and M = 4 we 
have a FTLS that resembles the CTLS, except for the sampling rate, 
which is now halved. 

It should be noted that the relation M > N is mandatory, and 
ensures that comparisons between the pertinent A/'s will be within 
their main lobes. Note that the ideas to combat noise presented in 
Section III for the CTLS pertain as well to the FTLS. 

Now the FTLS is exemplified by choosing M = 8 and N = 4. 
Referring to Fig. 10, A0 through Αη are obtained from four samples of 
the complex tone [see (30)]. Dividing the band 0 to π into four 
subbands is carried out as follows: 

1. The maximal value of {.Ao, A2, A4) is computed. From the re­
sult we decide in which of the three subbands (0, π/4), [ir/4, (3ir)/4], 
[(3π)/4, ir] the tone is present. If the tone is not in the subband 
[π/4, (37τ)/4], we continue to the next stage (Fig. 10b); otherwise we 

2. Compare Ax and A3, and accordingly find in which of the 
two subbands, (π/Ί, π/2) or [π/2, (3π)/4], comprising the subband 
[π/4, (3π)/4] the tone is present. Now Fig. 10b depicts how each of 
the four subbands in the range 0 to ir of Fig. 10a may be further parti­
tioned to isolate the tone of interest. Basically the subbands are sub­
divided into second-stage subbands by reducing the sampling rate by 
a factor of M/2 = 4. Now if the tone is present in an even (counting 
from 0) subband, (0, 7τ/4) or [π/2, (37τ)/4], find the maximal value 
of \A0, A2, A4\. Otherwise (i.e., the tone is present in one of the 
odd subbands (ir/4, π/2) or [(3π)/4, ir]), find the maximal value of 
{A4, A6, A0\. If the even or odd subband output amplitude A0 or A4 is 
maximal, then continue to stage 3. If the maximal value is A2 (even 
case) or A6 (odd case), then compare Αχ with A3 or A6 with Αη, 
respectively. Now the tone has been located within a subband of width 
(/«/2)/(8/2)2 = Λ/32, and the processing continues in this manner 
until the desired frequency resolution is achieved. 

V. CONCLUSION 

We have presented two methods of tone location (CTLS and FTLS) 
as an alternative to conventional DFT. For a given requirement of Nc 
frequency resolution cells, a conventional DFT, which is a maximum-
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likelihood estimator, uses a single transform of size Nc requiring 
(Nc/2)log2(iVc) multiplications, which are the main computational 
burden. The associated complexity of such multiplication is eliminated 
in the CTLS, using a decimation scheme involving filters that have 
coefficients ±1, ±j, i.e., multiplier-less digital filters. For the same 
number of resolution cells, computational complexity is significantly 
reduced, at the expense of increased frequency uncertainty as a func­
tion of increasing noise. This uncertainty is decreased in the FTLS, 
where the cyclotomic filters of the CTLS are replaced with small DFTs 
(which can be repeated several times at each decimation stage). While 
this improved performance is at the expense of increased computa­
tional complexity (compared to the CTLS), and the resulting system 
does not have the optimal performance of a single DFT, the FTLS 
can nonetheless be preferable over a single DFT when the size of the 
latter makes it impractical to implement. To obtain Nc frequency 
resolution cells by using the FTLS in S stages, one M-point DFT is 
sufficient at each stage, and we have the relationship Nc = (M/2)s. 
Hence, using the FTLS, M = 2 \/Nc, and S(M/2)log2(M) multiplica­
tions are sufficient for locating the tone. For example, suppose 
Nc = 4096 and S = 4; then M = 16, and the conventional DFT requires 
24,576 multiplications, whereas the FTLS requires only 128 multipli­
cations. 

It follows from the simulations of the CTLS that the soft-decision 
method should be preferred and the filters should be operated for 
N = 6 samples. For input signal-to-noise ratios in excess of 10 dB the 
output signal-to-noise ratios differ from the maximal output signal-
to-noise ratio by less than 0.3 dB. Finally, note that tone presence can 
be determined by comparing the filter outputs in the first stage to an 
appropriate threshold value (see Refs. 11 and 15 and the references 
therein). 
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