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Abstract—The goal of this work is to develop methods for the adjustment of video in standard definition resolution to the smaller resolution used in mobile devices. The naive solution is to scale each frame to the desired size. But, objects must be at a sufficient size to be recognized easily. Therefore, it was suggested in previous works to display only a Region Of Interest (ROI). In this work we focus on news broadcasting and interview scenes, so the ROI contains the speaker’s face. At the beginning of every scene, the ROI is marked by an editor. We present a novel algorithm for tracking the ROI. The algorithm estimates the global motion caused by the camera and the local motion caused by the speaker’s movements. We estimate the motion parameters using horizontal and vertical projections. The slice-projection theorem and the Mellin transform are used for reducing complexity.

I. INTRODUCTION

In recent years Mobile TV is a growing and promising market. Most of the video content today have SD (standard definition) resolution, which is up to 720x576 pixels. On the other hand, the resolution of mobile devices displays, like cellphones or palm PCs, is usually smaller, e.g., CIF: 352x288 pixels. Therefore, production of a content suitable for watching video on small displays becomes an important task [1]. A naive adjustment method is to scale each frame of the original video in SD resolution to the desired output resolution. This method is simple and can be done automatically by a computer without the need of a human editor. However, this method has a significant drawback. It reduces the size of all the objects in the frame. Some objects may be too small for viewing properly. For example, a speaker’s face may be too small for recognition.

An alternative adjustment method was suggested in [1]. A region in each frame is declared as a Region of Interest (ROI), and only this region will be displayed on the mobile devices. The process of marking the ROI in each scene is done by an editor in the editing phase, before saving the video for transmission. The ROI is marked at the start of every scene manually by the editor and a region tracking algorithm can be used to track the ROI to the end of the scene. The location of the ROI in each frame is added as a metadata to the compressed video stream. Just before the transmission of the edited video to the mobile device, the location of the ROI information is used, and only the ROI is extracted and scaled.

One of the methods for tracking a region is based on a color histogram (e.g., [2]). The algorithm searches in the current frame for a region with a color histogram similar to the histogram of the ROI from the previous frame. There are four parameters for ROI location: the width, the height and two for the center coordinates. The search is usually performed by the N-step [3] or diamond search [4] methods, in the four-parameter space.

In [5] the concept of spatiogram is introduced. The second-order spatiograms contain spatial means and covariances for each histogram bin. This spatial information still allows quite general transformations, but captures a richer description of the region to increase robustness in tracking.

Another method of tracking is by using visual features. Finding features in the ROI in the previous frame and then detecting similar features in the current frame, can be used for tracking. In [6] it is proposed to use color cues and local scale-invariant feature transform (SIFT) features with particle filtering [7]. The weight of each particle is calculated firstly by color similarity measurement and then updated according to the distribution of SIFT matches.

A different approach for region tracking is by using a motion model. One method for motion model parameter estimation is by using motion vectors. The computation of motion vectors has a high computational complexity. Therefore, these methods are suitable when the motion vectors have to be computed anyway for other tasks, such as compression [8]. A combination of tracking by visual features and a motion model was proposed in [9], where a fitting of the motion vectors in a target region to the perspective motion model is suggested. The proposed method considers the motion vectors only of the feature points in the target region.

The main disadvantage of all the methods described above is the high computational complexity required for an ordinary editor’s PC. In our work we develop computationally efficient algorithms for detecting and tracking the ROI.

The paper is structured as follows. In section II we develop the tracking algorithm based on horizontal and vertical projections. In section III we reduce our algorithm complexity using the Mellin transform. In section IV we introduce the region of display for a stable video required for broadcasting quality. In section V we present the computational complexity of the tracking algorithms and in section VI we present their performance analysis. In section VII we present experimental results and then conclude in section VIII.
II. REGION TRACKING BY HORIZONTAL AND VERTICAL PROJECTIONS

In this section we develop a novel algorithm for region tracking in video. At the beginning of a new scene the ROI location in the frame is marked by an editor. Our goal is to track the ROI location up to the end of the scene. We estimate the camera parameters by estimating global motion parameters between each two consecutive frames. After updating the ROI location, on the basis of the estimated global motion parameters, we find the local motion of the object of interest (e.g., a face) inside the ROI, and update the ROI location accordingly.

In news and interview scenes, the camera usually only performs zoom, pan and tilt operations. Since the speakers are (e.g., a face) inside the ROI, and update the ROI location in the frame is marked by an editor. Our goal is to track the ROI location up to the end of the scene. We estimate tracking in video. At the beginning of a new scene the ROI

Using eqn.(2) and taking the absolute value of a slice of the transform corresponding to the line $f_y = 0$, we obtain:

$$|S_2(f_x)| = \frac{1}{\alpha^2} |S_1\left(\frac{f_x}{\alpha}\right)|$$  \hspace{1cm} (6)

Where $S_1(f_x), S_2(f_x)$ are slices through the origin of the 2D Fourier transform of the previous frame and the current frame, respectively. By converting the frequency axes in eqn.(6) to logarithmic scale we have:

$$|S_2(log f_x)| = \frac{1}{\alpha^2} |S_1(log f_x - log \alpha)|$$  \hspace{1cm} (7)

The scale factor $\alpha$ can therefore be estimated by performing a cross-correlation between both sides of equation (7), and finding the shift for which the maximum is achieved. Since natural images are smooth, high frequencies do not contain much information, and hence we consider only part of the frequency band. We also don’t want to work with frequencies close to zero because of numerical problems when changing to logarithmic scale. Hence, we selected the band edges as: $f_{min} = 0.2\pi, f_{max} = 0.8\pi$. The relation between the frequencies in logarithmic scale is:

$$\alpha = \text{base}^{-log_2} f_{base} = \left(\frac{f_{max}}{f_{min}}\right)^{\frac{1}{N}},$$  \hspace{1cm} (8)

where $N$ is the number of points in the logarithmic scale. Given the desired resolution we can calculate the number of points to use. We can repeat the estimation process for the vertical slice $f_x = 0$, and then average the results.

III. REGION TRACKING USING THE MELLIN TRANSFORM

A. Scale Estimation using the Mellin Transform in the Frequency-domain

The cross-correlation method for estimating the scale has relatively high complexity, because we need to calculate the cross-correlation for a large number of lag values (typically, hundreds) in order to achieve good resolution for the scale estimation. In a typical scene there are 1000 frames. We need a good resolution because the estimation errors are getting accumulated. For example, if instead of $\alpha = 1$ we estimate $\alpha = 1.001$, the total scale factor is $\alpha_T = 1.001^{1000} \approx 2.7$.

The Mellin transform for scale estimation was used in [11], where a registration algorithm for the alignment of images using the 2D analytical Fourier-Mellin transform is proposed. To reduce complexity, we apply the 1D Mellin transform.

Definition - One-dimensional Mellin transform [12]:

$$M(s) = \int f(x) x^{s-1} dx,$$  \hspace{1cm} (9)

where $s$ is a parameter.

The relation between the 1D Mellin transforms of the absolute values of the Fourier transforms of the projections is given by:

$$M_2(s) = \int |S_2(x)| x^{s-1} dx = \alpha^{s-2} M_1(s)$$  \hspace{1cm} (10)

Now we can estimate the scale by:

$$\alpha = \left[ \frac{M_1(s)}{M_2(s)} \right]^{\frac{1}{s-2}}.$$  \hspace{1cm} (11)
B. Effect of a Fixed-Size Display

The experimental results for the scale estimation described in the previous subsection were not good enough. The main reason are the effects caused by the fixed size of the display. The global motion causes some part of the frame not to appear in the next frame. Therefore, the projection is different from the theoretical one. We can solve this by zeroing the parts of the each frame that do not appear in the other frame. After this operation, we have almost no such effects, except for those that appear because we are working at a one-pixel resolution. Assuming that the change of scale and shifts in consecutives frames are small, and assuming that we have the previous frame scale and shifts estimation, we can use them as a good guess for the parameters needed for the zeroing operation.

C. Scale Estimation using Spatial-Domain Mellin transform

We perform the projections on the current frame after zeroing parts of the frame to reduce the effect of the fixed-size display. The relation between the projections after normalization by the number of summed pixels is:

\[ P_2(x) = P_1(a x + d_x) \]  \hspace{1cm} \text{(12)}

Since we assume that the we have a good estimation for the shift \( d_x \) from the previous frame, we can perform shift correction and then substitute \( P_1(a x + d_x) \), so the relation becomes:

\[ P_2(x) = P_1(a x) \]  \hspace{1cm} \text{(13)}

Then, we can apply the Mellin transform directly on the projections in the spatial domain to estimate the scale. By applying the Mellin transform on both sides of eqn.(13), the scale can be estimated from:

\[ \alpha = \left[ \frac{M_{P_1}(s)}{M_{P_2}(s)} \right]^{\frac{1}{2}} \]  \hspace{1cm} \text{(14)}

We suggest estimating the scale and shift parameters between the first two frames in each scene using the slices cross-correlation method described in section II. For the following frames, up to the end of the scene, we suggest estimating the scale using the spatial domain Mellin transform. After estimating the scale \( \alpha \), we will estimate improved translation parameters as described in the next subsection.

The parameter \( s \) has a significant effect on the estimation. We want to find an empirical value of \( s \) that yields the lowest error in the scale estimation. We used hundreds of pictures, changed their scale and then estimated the scale using different values of \( s \). Reducing the fixed-size display effect should result in very good performance for any parameter \( s \). Therefore, we determined the parameter \( s \) that yields the best results for noisy frames. Gaussian noise with a standard deviation \( \sigma \) is added to every pixel in the frame. The mean value of a pixel, \( \text{MeanPixelValue} \), is 128.

\[ \text{SNR} = 20 \log_{10} \left( \frac{\text{MeanPixelValue}}{\sigma} \right) \]  \hspace{1cm} \text{(15)}

We tested for several SNR values, with similar results. Here we demonstrate the result for \( \text{SNR} = 20 \text{dB} \). We found the parameter \( s \) which yields the best result for each scale. The results are shown in Fig. 1. The solid line only connects the discrete values of \( s \) for the true \( \alpha \) values that were tested.

D. Global Translation Estimation

After estimating the scale factor between any two consecutive frames, we can update the estimate of horizontal and vertical shifts between them. The relation between the projections is given by eqn.(12). The translation is estimated by first scaling the projection of the previous frame \( f_1 \) with the estimated scale \( \alpha \). We define the scaled projection as \( P'_1(x) \).

\[ P'_1(x) = P_1(a x) \]  \hspace{1cm} \text{(16)}

The relation between the scaled projection for the previous frame and the projection from the current frame is:

\[ P'_1(x) = P_2 \left( x - \frac{d_x}{\alpha} \right) \]  \hspace{1cm} \text{(17)}

The translation is estimated by performing a cross-correlation between the scaled projection and the projection from the current frame \( f_2 \).

E. Local Motion Estimation

The local motion is typically the motion of the speaker inside the ROI. The ROI window is updated according to the estimated global motion parameters. We assume there is no local scale change (e.g., no object is approaching the camera). We calculate horizontal and vertical projections, not for the whole frames, but only for the ROI in the previous frame and in the current frame. We scale the projections from the previous frame with the estimated global scale factor. We then estimate local horizontal and vertical shifts by performing cross-correlation between the scaled projection for the previous ROI and the projection from the current ROI in the spatial domain.

IV. REGION OF DISPLAY DETERMINATION

The ROI is needed for viewing on a mobile device. But, we should not extract just the ROI because of two reasons. First, the speaker might move while talking. Tracking this movement causes the output video to be jittery, in the viewers’ eyes. Second, the ROI size may be arbitrary, therefore scaling it to a predefined output size may cause distortion. Therefore, we define a region of display (ROD) as the region to be extracted, which
always contains the ROI. From our application requirements, the extracted region is limited to two different sizes only: the whole frame or a smaller pre-defined output size (e.g., CIF). When the ROD is determined to be the whole frame, we have to scale it to the output size. In the first frame of each scene we check the size of the ROI. If it is smaller then the output size, we mark the ROD as a region of this size and locate its center at the center of the ROI. In the next frames, if the ROI is not getting close to the borders of the ROD, we do not change the ROD location, so small movements of the ROI will not cause any jitter. When the ROI is getting too close to the borders of the ROD, we change the ROD center location, smoothly, for several frames, to make it look like a natural camera movement. When the ROI becomes bigger (due to a zoom-in) than the ROD, we change the ROD to be the whole frame. We apply this change in a single frame, so it looks like a scene cut. When the ROI becomes small enough (due to a zoom-out), we change the ROD size to the output size.

V. COMPLEXITY OF SCALE ESTIMATION ALGORITHMS FOR ROI TRACKING

We compare the complexity of scale estimation by cross-correlation of slices in the frequency domain, described in section II, and the method that applies spatial-domain Mellin transform, described in section III-C.

In the first method we perform slice cross-correlation in a logarithmic scale. The relation between the frequencies is given by equation (8). Given the desired resolution we wish to calculate the number of points to use. Since we use a logarithmic scale the resolution is different for different values of scale. We will find the resolution around \( \alpha = 1 \). The closest possible value of scale to 1 is \( \alpha = \text{base}^1 \). Therefore the resolution near \( \alpha = 1 \) is:

\[
\Delta \alpha = \text{base}^1 - \text{base}^0 = \text{base} - 1 \approx \text{resolution}
\]  

(18)

Assume that we want a resolution of 0.001 we have:

\[
\text{resolution} = 0.001 \Rightarrow N = 1388
\]  

(19)

We want to find scale values in the range \( \alpha_{\text{min}} = 0.8, \alpha_{\text{max}} = 1.25 \). We need \( 2M - 1 \) lag values in the correlation.

\[
M = \frac{\log(\alpha_{\text{max}})}{\log(\text{base})} - \frac{-\log(\alpha_{\text{min}})}{\log(\text{base})} \approx 223
\]  

(20)

Therefore, the number of operations (multiplications and additions) for the correlation is \((2M - 1)N_1 \approx 617,660\). We can assume that the scale \( \alpha \) does not change much between consecutives frames. Therefore, except for the first pair of frames in each scene, we can use the previous estimation of the scale as an initial guess. Then, we should calculate the cross-correlation only in the vicinity of the previous estimated scale value. From experience, it is enough to calculate the cross-correlation for 20 points around the previous estimated value. Therefore, for all the frames, except the first pair of frames, we have only 54,132 operations.

For the Mellin transform in the spatial domain method, we do not need to perform a Fourier transform. For this method the number of operations is equal to the length of the projection.

The rest of the complexity analysis is given in [13]. The results are summarized in Table I. We assume that each frame has width \( W = 720 \) and height \( H = 576 \), and a frame rate of 30 frames per second. The complexity of the slice-cross correlation method is calculated assuming the cross-correlation is performed only in the vicinity of the previous estimated scale. The complexity of the slice cross-correlation method for the first pair is calculated assuming we use \( M \) as in 20. For comparison between them, we calculate their complexity as if we use each of the methods all the frames in the scene.

<table>
<thead>
<tr>
<th>Method</th>
<th>Additions (MIPS)</th>
<th>Multiplications (MIPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D Fourier transform</td>
<td>1,082.9</td>
<td>1,082.9</td>
</tr>
<tr>
<td>Slice cross-correlation - first pair</td>
<td>43.8</td>
<td>13.9</td>
</tr>
<tr>
<td>Slice cross-correlation</td>
<td>26.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Spatial-domain Mellin transform</td>
<td>25.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

TABLE I: Summary of scale estimation algorithms complexity. The first line is shown only for comparison with methods using 2D transforms.

Considering that we will perform the correlation method only once in a scene, we have that the average complexity is determined by the last line and its value is around 26MIPS. It can be easily implemented for real-time applications on a Pentium with a 3GHz processor. Most consuming operations, in the scale estimation process, are the projections, requiring \( \approx 24 \text{MIPS} \) for additions. The projections can be implemented using parallel computing, so the algorithm can work efficiently on a single computer with multiple processors.

VI. PERFORMANCE ANALYSIS

In this section we calculate the variance of the scale estimation error using the spatial-domain Mellin transform method. We first calculate the pdf of the estimated scale. We assume that the frame has width \( W \) and height \( H \). We assume that a Gaussian noise with a standard deviation \( \sigma \) is added to every pixel in the frame. Using the pdf of the estimated scale we will calculate the distribution of estimation errors for several different true scale values and several different signal to noise ratios (SNR). The first operation is the projection. For example, let’s consider the vertical projection:

\[
P(x) = \frac{1}{H} \sum_{i=1}^{H} f(x, y_i)
\]  

(21)

The projection operation reduces the noise variance by the value of height \( H \). We mark with tilde the noisy functions.

\[
\hat{P}(x) = \frac{1}{H} \sum_{i=1}^{H} f(x, y_i) + n(x, y_i) = P(x) + n(x)
\]

\[
\sigma_n^2 = \frac{\sigma^2}{H}
\]  

(22)
We perform the projection operation for two consecutive frames. Before applying the Mellin transform we have to shift one of the projections using the estimated shift from the previous frame as described in the previous section. Instead of calculating the projection’s samples after the shift, we can use the same samples with a shifted x-axis. The Mellin transform in that case is:

\[ M(s) = \int P(x - d_x) x^{s-1} dx = \int P(x) (x + d_x)^{s-1} dx \]

(23)

Therefore, we can assume that the noise after the adjustment is still Gaussian with the same standard deviation as before.

The noisy Mellin transform, for a fixed scalar parameter \(s\), is given by:

\[
\tilde{M}(s) = \frac{1}{\tilde{W}} \sum_x \tilde{P}(x) x^{s-1} = \frac{1}{\tilde{W}} \sum_x [P(x) + n(x)] x^{s-1}
\]

\[ = M(s) + \frac{1}{\tilde{W}} \sum_x n(x) x^{s-1} = M(s) + n_M \]

(24)

The variance of the noise is now given by:

\[
\sigma_{n_M}^2 = \frac{\sigma^2}{\tilde{W}^2 H} \sum_x (x)^{s-1} \]

(25)

We know that the scale estimation is given by equation (14). Therefore, we have:

\[
\hat{\alpha} = \frac{\tilde{M}_{p_1}(s)}{\tilde{M}_{p_2}(s)} = \frac{M_{p_1}(s) + n_{M_1}}{M_{p_2}(s) + n_{M_2}}
\]

(26)

The noises \(n_{M_1}, n_{M_2}\) are both Gaussian noises with known variances. The noises are assumed to be uncorrelated. Therefore:

\[ \tilde{M}_{p_1}(s) \sim \mathcal{N} (M_{p_1}(s), \sigma_{n_M}) \]

\[ \tilde{M}_{p_2}(s) \sim \mathcal{N} (M_{p_2}(s), \sigma_{n_M}) \]

(27)

We want to find the distribution of the estimated scale \(\hat{\alpha}\) by equation (26). We use the pdf of the ratio of two normal random variables given by [14]. The rest of the analysis is given in [13] and the result is:

\[
f_{\hat{\alpha}}(\tilde{\alpha}) = \frac{1}{s\tilde{\alpha}^{s-1}} \left\{ \frac{b(\tilde{\alpha}^s) \cdot c(\tilde{\alpha}^s)}{a^3(\tilde{\alpha}^s) \cdot \sqrt{2\pi} \sigma_{n_M} \sigma_{n_M}^2} \left[ 2\Phi \left( \frac{b(\tilde{\alpha}^s)}{a(\tilde{\alpha}^s)} \right) - 1 \right] \right\}
\]

(28)

\[
+ \frac{1}{a^2(\tilde{\alpha}^s) \cdot \pi \sigma_{n_M} \sigma_{n_M}^2} \exp \left[ - \frac{1}{2} \left( \frac{M_{p_1}^2(s)}{\sigma_{n_M}^2} + \frac{M_{p_2}^2(s)}{\sigma_{n_M}^2} \right) \right]
\]

Where,

\[
a (\tilde{\alpha}^s) = \sqrt{\frac{1}{\sigma_{n_M}^2} \tilde{\alpha}^2 s + \frac{1}{\sigma_{n_M}^2}}
\]

\[
b (\tilde{\alpha}^s) = \frac{M_{p_1}(s)}{\sigma_{n_M}^2} \tilde{\alpha} s + \frac{M_{p_2}(s)}{\sigma_{n_M}^2}
\]

\[
c (\tilde{\alpha}^s) = \exp \left[ \frac{1}{2} \frac{b^2(\tilde{\alpha}^s)}{a^2(\tilde{\alpha}^s)} \cdot \frac{1}{2} \left( \frac{M_{p_1}^2(s)}{\sigma_{n_M}^2} + \frac{M_{p_2}^2(s)}{\sigma_{n_M}^2} \right) \right]
\]

\[
\Phi (\tilde{\alpha}^s) = \int_{-\infty}^{\tilde{\alpha}^s} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} u^2} du
\]

(29)

We can repeat the above estimation process for the horizontal projection. Assuming that we have scale estimations \(\hat{\alpha}_V, \hat{\alpha}_H\), we can estimate the scale by averaging them.

\[
\hat{\alpha} = 0.5 (\hat{\alpha}_V + \hat{\alpha}_H)
\]

(30)

For simplicity, we will assume that the noises in the two estimations are independent. This is only an approximation, since in the projections stage we are summing the noise along the columns, for the horizontal projection, and along the rows for the vertical projections. Therefore, the noises that are being summed are from different pixels, except for only one. Its contribution is negligible and therefore, we can assume that after the projections the noises are independent. The probability distribution functions of 0.5\(\hat{\alpha}_V, 0.5\hat{\alpha}_H\) is given by:

\[ f_{0.5\hat{\alpha}_V}(x) = 2f_{\hat{\alpha}_V}(2x) \]

\[ f_{0.5\hat{\alpha}_H}(x) = 2f_{\hat{\alpha}_H}(2x) \]

(31)

The probability density function of the sum of two independent random variables is the convolution of their separate density functions:

\[ f_{\hat{\alpha}}(\tilde{\alpha}) = \int_{-\infty}^{\infty} f_{0.5\hat{\alpha}_V}(y) f_{0.5\hat{\alpha}_H}(x-y) dy \]

(32)

We will now show an example of the estimated probability distribution function. We use \(s = 1\) as the Mellin transform parameter, and assume that the mean value of a pixel, \(MeanPixelValue\), is 128. Therefore, from equations (22) and (24), we can also assume that \(M_{p_1}(s) = 128\). Given an SNR (signal to noise ratio) we can calculate the standard variation of the noise \(\sigma\).

\[ SNR = 20 \log_{10} \left( \frac{MeanPixelValue}{\sigma} \right) \]

\[ \Rightarrow \sigma = 10^{-\frac{SNR}{20}} MeanPixelValue \]

(33)

Using \(\sigma^2\) we can calculate the variance of the noise after the projection and the Mellin transform \(\sigma_{n_M}^2\) as described above.

Examples for probability distribution functions for different SNR values and the true scale \(\alpha\) are shown in Fig. 2.

![Fig. 2: Examples for probability distribution functions of scale estimation.](image-url)
spatial-domain Mellin transofrm as was described in section III-C. We calculated an histogram of the estimated values. The normalized histogram is compared to the probability density function in Fig. 3. We can see from the figure that the simulations results are quite similar to those expected from theory.

Fig. 3: Comparison between estimation methods. For example, for $\alpha = 1.05$ and $SNR = 20dB$, the estimated scale error had a standard deviation of $1.6 \times 10^{-4}$

VII. EXPERIMENTAL RESULTS

We tested our algorithm using several scenes. We demonstrate here results for a particular scene, In the scene the camera zooms-out and also moves to the left and down. We can see that the algorithm tracks the head from the first frame in Fig. 4a till the end of the scene in Fig. 4d. We can also see that when the ROI is small enough, the ROD is changed from the whole frame in Fig. 4b, to be a region of pre-defined output size as in Fig. 4c.

VIII. CONCLUSION

We developed a novel algorithm for tracking a ROI for adaptation of video to mobile devices. We assumed a zoom, tilt and pan motion model. We showed that slices of the 2D Fourier transform alone are sufficient for scale estimation, enabling us to use the slice-projection theorem and reduce complexity. We developed an algorithm based on the horizontal and vertical projections. We reduced complexity further by applying the 1D Mellin transform to the slices. Assuming that the changes in the motion parameters of consecutives frames are small, we reduced even more the complexity by using the Mellin transform in the spatial-domain. We introduced the ROD as the region to be extracted. The ROD always contains the ROI and its location is changed smoothly, resulting in a stable video, as required for broadcasting quality. We calculated the computational complexity of the algorithms and did a performance analysis, using a statistical model that enabled us to calculate the probability distribution function of the estimated scale. We will test the model results by simulations. Future work could concentrate on improving tracking robustness, since we found that in case of external interference, such as occlusion, the global motion estimation yields poor results. Using advanced tools like particle filtering should enable overcoming this problem.
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Fig. 4: Tracking Example for a zoom-out scene - the ROI marked as a blue rectangle and the ROD marked as a green rectangle. The ROD always contains the ROI. In frame 81 the ROI is small enough and the ROD changes to a smaller pre-defined size.